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Understanding the role of place and space in shaping the geographic distributions of chronic disease is critical to informing appropriate public health responses for chronic disease prevention and treatment. A geospatial perspective on chronic disease expands the focus of public health efforts beyond the individual, providing insights and guidance for action at the community, regional, and/or national levels. Accordingly, the articles in this special collection advance our understanding of population health dynamics and geospatial disparities for a wide range of chronic disease outcomes across 3 broad themes:

1. Examining connections between community-level characteristics and population health
2. Developing and applying spatial statistical methods and new geospatial tools
3. Using maps and geospatial results to guide program and policy decisions

Examining Connections Between Community-Level Characteristics and Population Health

Geospatial studies are uniquely designed to examine the contextual characteristics of communities that may affect opportunities for chronic disease prevention and treatment. The contextual characteristics addressed in this collection, *Population Health, Place, and Space: Spatial Perspectives in Chronic Disease Research and Practice*, range from underlying context (such as neighborhood deprivation [1], racial segregation [2], social capital [3], and resiliency [4]) to the built environment (walkability [5,6], park access [7], and healthy restaurants [8]) and environmental exposures (9). The study comparing cardiovascular disease–resilient neighborhoods with cardiovascular disease–at-risk neighborhoods examines the important, but understudied, concept of neighborhood resiliency as it affects black populations (4). The study of neighborhood risk and pediatric asthma provides additional evidence of the need for interventions that move beyond primary care or clinical settings (1). Through their maps and spatial analyses, these studies reinforce that chronic diseases are not randomly distributed across communities, emphasize that drivers of disease occur at multiple geographic levels, and stress the importance of developing and implementing programs and policies that address the relevant contextual characteristics.

Developing and Applying Spatial Statistical Methods and New Geospatial Tools

This is a time of great advances in the development and application of spatial statistics, spatial tools, spatially referenced data sets, and spatial data visualization — all of which enable public health professionals to more precisely understand and address existing inequities in chronic diseases. Many studies in this collection use state-of-the-art spatial statistics, including Bayesian spatial smoothing (10,11) and the spatial Durbin econometric model (3), along with other advanced spatial analytic techniques, such as hot spot analysis (12) and spatial scan statistics for spatial clustering (13), and trajectory analysis (14). Furthermore, the development of 2 spatial analysis tools is included in this collection — The Peel Walkability Composite Index (6) and the Rate Stabilizing Tool (RST) (11). The Peel Walkability Composite Index uses a diverse range of measures to construct a repeatable measure of neighborhood walkability. The RST responds to the demand for high-quality, local-level estimates of chronic disease, and enables users with...
limited statistical expertise to generate reliable local-level, age-standardized, and spatially smoothed measures of chronic disease.

The rapid expansion of geo-referenced data sets is a critical driver of the increasing numbers and sophistication of geo-spatial studies. This collection includes the use of geo-referenced data from electronic health records (2), emergency medical services (EMS) (15), and market research (8). These large geo-referenced data sets have the potential to provide important insights into the geographic patterns and drivers of chronic diseases. One study demonstrates the novel application of a widely used, publicly available geo-referenced data source — Google Street View — for public health promotion (5).

A key element in conducting geospatial studies is striking the balance between the presentation of local-level data at the smallest appropriate geographic unit and the limitations of generating robust estimates in the presence of small population sizes and numbers of health outcomes. The studies in this collection have all successfully navigated this tension and present data across multiple geographic levels (census tract [6,9,15,16], county [10,14,17,18], and locally meaningful definitions of neighborhood [8,12]) with results that are statistically reliable and meaningful to stakeholders. One study developed a spatial statistical approach to overcoming some of the limitations of data that are highly censored for confidentiality reasons, thereby enabling state and local health departments to generate small area estimates using publicly available data (10).

Recognizing the potent communication capacity of maps, several articles in this collection explore novel geospatial visualizations that may supplement more commonly used maps and report data in an approachable and actionable format. For example, ring maps (19) allow the simultaneous visualization of multiple measures related to chronic diseases. Other studies include figures that demonstrate changes in hotspots over time, allowing a single figure to overcome the limitations of typical cross-sectional maps (12). Visualizing spatial data has also allowed first responders to identify patients at risk during a natural disaster (20) and allowed public institutions to collaborate with health systems, community organizations, and the public to use geospatial data to improve public health and address health equity in birth outcomes (20). Many of the studies published in this collection have also used the Chronic Disease GIS Snapshot article type, unique to Preventing Chronic Disease (21). GIS Snapshots are brief reports that focus on using maps to communicate the extent of geographic disparities in chronic disease–related outcomes and risk factors with an eye to providing information for guiding chronic disease prevention programs and policies.

Using Maps and Geospatial Results to Guide Program and Policy Decisions

Another key theme in this special collection is the use of geospatial data to inform programs and policies for chronic disease prevention and treatment. For example, the authors of a study about walkability state that, “Understanding the capacity of the built environment to facilitate walking for utilitarian purposes allows public health departments to advocate for strategic land use and infrastructure developments that promote an increase in population physical activity levels” (6). Several studies in this collection document geographic disparities in access to care (eg, for chronic disease management [22], blood pressure medication adherence [17], diabetes prevention programs [18], and asthma prevention programs [1,12]), providing compelling guidance about where facilities and services are needed. A unique study demonstrates the use of real-time GIS to develop and update emergency response for chronically ill veterans during Hurricane Irma (23). From an applied perspective, staff members from 4 health departments (Maine Center for Disease Control and Prevention, New Jersey Department of Health, New York State Department of Health, and Cuyahoga County, Ohio, Board of Health) describe the ways in which GIS has become a critical tool (24). Their article provides specific examples of how health departments use maps and spatial analyses to 1) communicate the burden of disease; 2) inform decisions about resource allocation, policy, and priority communities for intervention efforts; 3) develop culturally competent programs; and 4) assist with program planning, monitoring, and evaluation.

By embracing the benefits of GIS, increasing the volume of spatially referenced public health data, and applying a broad range of spatial statistical tools, public health practitioners and investigators are continually pushing the envelope for using geospatial data to inform surveillance, epidemiologic research, program evaluation, resource allocation, and communication for chronic disease prevention and treatment. We invite readers to engage deeply with the geospatial approaches presented in this special collection, to contemplate further advances in understanding how place and space shape the distribution of chronic diseases, and to apply a geospatial perspective to promote health equity and inform public health action for chronic disease prevention and treatment.
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Abstract

Introduction
Studies consistently show that children living in poor neighborhoods have worse asthma outcomes. The objective of our study was to assess the association between negative neighborhood factors (ie, neighborhood risk) and pediatric asthma hospital use.

Methods
This retrospective study used data from children aged 2 to 17 years in a statewide (Rhode Island) hospital network administrative database linked to US Census Bureau data. We defined an asthma visit as an International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM) code of 493 in any diagnosis field. We used 8 highly correlated measures for each census-block group to construct an index of neighborhood risk. We used maps and linear regression to assess the association of neighborhood risk with average annual census-block–group rates of asthma emergency department visits and hospitalizations. We used multivariable analyses to identify child characteristics and neighborhood risk associated with an asthma revisit, accounting for the child’s sociodemographic information, season, and multiple measurements per child.

Results
From 2005 through 2014, we counted 359,195 visits for 146,889 children. Of these, 12,699 children (8.6%) had one or more asthma visits. Linear regression results showed 1.18 (95% confidence interval, 1.06–1.30) more average annual emergency departments visits per 100 children and 0.41 (95% confidence interval, 0.34–0.47) more average annual hospitalizations per 100 children in neighborhoods in the highest-risk index quintile than in neighborhoods in the lowest-risk index quintile.

Conclusion
Interventions to improve asthma outcomes among children should move beyond primary care or clinic settings and involve a careful evaluation of social context and environmental triggers.

Introduction
Asthma is a chronic illness of the airways and is one of the most common chronic conditions of childhood (1). In 2012, asthma affected 9% (6.8 million) of children aged 0 to 17 years living in the United States (2). Although potentially preventable hospitalizations among children for all diagnoses declined from 2000 to 2007, pediatric hospital stays for asthma may have increased from 2007 to 2009 during the recession (3). In 2013, there were 571,000 emergency department (ED) visits for asthma among children aged 0 to 14 years (4).
Among children, exposure to acute and chronic stress has been associated with increased odds of an asthma diagnosis (5) and increased asthma exacerbations (6). Most studies of neighborhood context demonstrated that negative neighborhood factors — such as poverty, low high school graduation rates, and low median housing prices — are associated with higher pediatric asthma prevalence (7) and risk of adverse outcomes such as hospital use and reutilization (8–16); one study found no association (17). Prior research had several limitations. For example, most studies used census tracts to measure neighborhoods (8–15), a few used census-block groups (7,16,17), and only some accounted for clustering of hospital use by children (7,10–12,14,15,17). Block groups are the smallest unit of geography for which the US Census Bureau publishes sample data; they are less heterogeneous than census tracts (18). Without accounting for clustering of hospital use, a study may erroneously identify an association that is due to clustering as one that is due to neighborhood factors.

An ED visit by a child for an asthma exacerbation is a major disruption for the child and family and costly for society (1). Racial/ethnic minority children and poor children are more likely to visit the ED than their non-Hispanic white and nonpoor counterparts (1), and evidence indicates that individual and contextual risks are cumulative (19). Most children who visit an ED do not return to the hospital for emergency care in the subsequent year. For those who do, repeated hospital use may indicate poor asthma management, severe asthma requiring close monitoring, or both (20). Identifying predictors of repeated hospital use for children with asthma has numerous clinical implications. Such predictors may help to 1) characterize social determinants of recurrent urgent health care use for asthma and 2) identify children in need of enhanced discharge services to prevent recurrent health care use and costly hospitalization. Decreasing asthma health disparities will require action on multiple levels, including social and environmental interventions (21). It is important to increase understanding of the role of neighborhood risk in asthma hospital use and revisits.

The objective of our study was to assess the association between negative neighborhood factors (ie, neighborhood risk) and pediatric asthma hospital use, specifically, ED revisits and rehospitalizations within the subsequent year. We conducted a statewide analysis in Rhode Island, where the rate of uninsured children (2% in 2017) has been among the lowest in the country (22); this low rate minimizes the effect of financial resources on health care coverage. We formulated the following hypotheses: 1) census-block-group asthma ED visit and hospitalization rates will be higher in neighborhoods with more risk indicators, 2) children who have an index ED visit and hospitalization and who live in a high-risk neighborhood will be more likely to have a revisit with- in the subsequent year, and 3) these differences will persist when accounting for child-level factors.

Methods

This retrospective study used data from a statewide hospital network administrative database in Rhode Island, the 2010–2014 American Community Survey (23), and the 2010 US Census (24). This hospital network provides approximately two-thirds of pediatric ED services and 90% of inpatient services for children living in the state (unpublished data from the 2014 Rhode Island State Emergency Department Database and 2014 Rhode Island State Inpatient Database) and includes the state’s only children’s hospital. Children aged 2 to 17 years, living in Rhode Island, with at least 1 asthma visit within this hospital network from January 1, 2005, through December 31, 2014, were identified by using the hospital network’s information systems. An asthma ED visit or hospitalization was one in which International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM), code 493 was in any diagnosis field. The child’s home address at the time of each visit was geocoded by using ArcGIS (Esri) to identify the census-block group in which the child lived (18). This study was approved by the institutional review board of the hospital network.

Measures

Child-level variables. Information on the child’s age in years, sex (male, female), race/ethnicity (Hispanic, non-Hispanic black, non-Hispanic white, non-Hispanic other), and insurance coverage (private, public, self-pay/none) was recorded for each visit. We assigned season of visit according to the visit date (spring, March–May; summer, June–August; autumn, September–November; winter, December–February).

Census-block-group-level variables. For each census-block group, we constructed a neighborhood risk index by using 8 highly correlated census-block-group measures obtained from the 2010–2014 American Community Survey and the 2010 US Census: percentage of adults with no high school education, percentage of single-parent households, percentage of household crowding (>1 person per room), percentage of renter-occupied housing units, percentage of vacant homes (excluding vacation homes), percentage of families below 100% of the federal poverty level, percentage of nonwhite residents, and percentage of housing units built before 1950. We computed quintiles for each of the 8 measures and summed these, resulting in an index with a range of 8 to 40, with higher scores indicating greater neighborhood risk. We then computed quintiles for this index. We also dichotomized this index into high risk (at or above the 75th percentile, values of 30–40) and low risk (below the 75th percentile, values of 8–29). This dichotomization resulted in 25% (206 of 809) of census-block groups classified as high risk. These census-block groups accounted for 29% (N = 59,150) of the 2010 Census population count of children age 2 to 17 years in Rhode Island. We also cal-
cculated average annual rates of ED visits and hospitalizations by dividing the average number of visits per year by the 2010 Census estimate of children aged 2 to 17 years living in each census-block group.

**Index visit and revisits.** We focused our analysis on high rates of hospital use, specifically, revisits for asthma after an initial ED visit. We retained data on all characteristics for the initial asthma ED visit or hospitalization (index visit) during the study period. For this analysis, to allow a full 365 days for a second visit to occur for all index visits, we included only index visits occurring before 2014. Visits occurring in 2014 were included only if they were a revisit to an index visit in 2013. If information on a characteristic was missing for the index visit, we used information from the next visit with valid information. We then examined all visits occurring between 8 and 365 days after the index visit. Revisits that occurred within a few days were considered a part of the same course of illness (20). If we found one or more asthma visits within 365 days, then we coded the child as having an asthma revisit. All others were coded as either having no revisit or having a nonasthma revisit. If we found multiple asthma revisits during the period, we used the first asthma revisit in the analyses. After coding the index visit, we then processed all additional asthma visits in the same manner (ie, the first asthma revisit became the second asthma index visit for the child and a new period of 8–365 days was assessed).

**Statistical analysis**

**Census-block–group level.** We first created choropleth maps to show the geographic distribution of the neighborhood risk index, the average annual rate of asthma ED visits, and the average annual rate of asthma hospitalization, by census-block group. We then used linear regression to assess the association of neighborhood risk with the average annual census-block–group rate of asthma ED visits and hospitalizations.

**Visit level.** We conducted analyses by using SAS version 9.4 (SAS Institute, Inc). We computed bivariate analyses to identify child characteristics associated with neighborhood risk at the index visit and with the occurrence of an asthma revisit. Because children can have multiple visits, we used generalized estimating equations with a repeated statement to account for the multiple measurements per child. We used an autoregressive order 1 correlation matrix to obtain dependence-corrected standard errors. The model included the child’s sex, age, race/ethnicity, and insurance coverage at the time of the index visit, the season in which the index visit occurred, and the dichotomized neighborhood risk index at the time of the index visit.

**Sensitivity analyses.** To account for children moving from one neighborhood to another between visits and potentially changing neighborhood risk level, we used a cross-classification model in the next analysis (25), grouping on the neighborhood risk at the index visit (random effect), and we included the neighborhood risk at the follow-up visit (fixed effect). Because this model required 2 visits to assess potential moves, this analytic sample included only children with at least 2 visits. We also assessed whether results were sensitive to a stricter definition of asthma, because there is no gold-standard definition of asthma using ED or inpatient data (26). In the main analyses we defined an asthma ED visit or hospitalization as ICD-9-CM code 493 in any diagnosis field, and in sensitivity analyses we counted only ED visits or hospitalizations with ICD-9-CM code 493 in the primary (first) diagnosis field as an asthma visit. Because hospital network coverage for ED visits is lower than coverage for hospitalizations, we also conducted analyses that excluded neighborhoods that were farthest from a network hospital. The results of these analyses were the same as those of the whole state; we therefore tabulated statewide results only.

**Results**

From 2005 through 2014, we counted 319,320 ED visits and 39,875 hospitalizations for 146,889 children aged 2 to 17 years in Rhode Island. Of these children, 12,699 (8.6%) had one or more asthma ED visits or hospitalizations (number of visits = 23,187). About 53% of visits were among children living in high-risk census-block groups.

**Census-block–group level.** The average annual count and rate per 100 children of pediatric asthma hospital use varied across census-block groups. For ED visits, the average annual count ranged from 0 to 161 (mean 18.3, median 11.0); the average annual rate per 100 children ranged from 0.0 to 5.5 (mean, 0.7; median, 0.5). For hospitalizations, the average annual count ranged from 0 to 134 (mean, 10.3; median, 8.0); the average annual rate per 100 children ranged from 0.0 to 4.0 (mean, 0.4; median, 0.3). Linear regression results showed 1.18 (95% confidence interval [CI], 1.06–1.30) more average annual emergency departments visits per 100 children and 0.41 (95% CI, 0.34–0.47) more average annual hospitalizations per 100 children in neighborhoods in the highest-risk index quintile than in neighborhoods in the lowest-risk index quintile. The highest-risk neighborhoods were concentrated in urban areas of Rhode Island, and distribution of neighborhoods with higher rates of ED use and hospitalizations was consistent with the distribution of higher-risk neighborhoods (Figure 1).
Although the average annual rate per 100 children of both pediatric asthma ED visits and hospitalization increased as neighborhood risk quintile increased, the increase was greater for ED visits than for hospitalizations. In the lowest-risk neighborhoods, the ED visit rate (0.27 per 100 children) and the hospitalization rate (0.26 per 100 children) were similar (Figure 2). In the highest-risk neighborhoods, the ED visit rate was 1.45 per 100 children and the hospitalization rate was 0.66 per 100 children.

Visit-level analyses clustered on child

We counted 11,547 children with an index visit occurring during the period from January 1, 2005, through December 31, 2013. After excluding visits that occurred within 7 days of the index visit (n = 860), we counted 19,700 index visits. Of these visits, 28.9% (n = 5,703) had an asthma revisit between 8 and 365 days after the index visit. Compared to children with no asthma revisit, children with an asthma revisit were younger, more likely to have public insurance, be Hispanic or non-Hispanic black, and live in a high-risk neighborhood (Table 1). Hispanic children (adjusted odds ratio [OR] = 1.24; 95% CI, 1.03–1.50) and non-Hispanic black children (adjusted OR = 1.26; 95% CI, 1.02–1.56) had significantly higher odds than non-Hispanic white children of a revisit (Table 2), and children living in high-risk neighborhoods (adjusted OR = 1.22; 95% CI, 1.00–1.48) had significantly higher odds than children living in a low-risk neighborhood. We found no significant differences by age, sex, insurance coverage, or season.

The cross-classification model, which accounted for children moving from one neighborhood to another, showed that children living in high-risk neighborhoods did not have significantly higher odds of a revisit than children living in low-risk neighborhoods (adjusted OR = 1.14; 95% CI, 0.98–1.33) (Table 3). We found significantly lower odds of a revisit among older children than younger children (adjusted OR = 0.92; 95% CI, 0.91–0.93) and in-
Discussion

Our study demonstrated that increased neighborhood risks contribute to pediatric ED use and hospitalizations for asthma, confirming what has been documented in previous studies (8–16). Our results add to the growing body of evidence that diverse neighborhood factors (e.g., crime rates [8], housing code violation density [9], pharmacy access [11], access to primary and specialty care [13], composites of variables specified by the US Census Bureau and the American Community Survey [10,12,14–16]) in various US cities, counties, and states affect pediatric outcomes such as ED visits and hospitalizations. Regardless of the components used to measure neighborhood risk or the level of geography, studies consistently show that children living in worse neighborhoods have higher risks of ED visits and hospitalizations.

In our study, higher levels of neighborhood risk were more strongly associated with pediatric asthma ED visits than with hospitalization rates. The risk for ED visits and hospitalizations was essentially the same in the lowest-risk neighborhoods, but the difference between the 2 types of visits was wide in the highest-risk neighborhoods. This pattern is notable because ED visits are expected to be highly correlated with hospitalizations (the former occurring more frequently). This discrepancy pattern suggests that other factors may be driving recurrent ED visits in our group of patients, such as limited skills for acute disease management and reliance on the ED for ongoing asthma care. The discrepant pattern could also suggest that proximity to the ED is a factor in rates of ED use. In our study, children living in high-risk neighborhoods had an average distance to a network hospital of 3.5 miles, whereas children living in low-risk neighborhoods had an average distance of 8.6 miles.

Another finding was that higher neighborhood risk was associated with higher odds of a revisit. This association persisted even after accounting for child-level factors. One possible explanation is that children from high-risk neighborhoods may be more likely to return to chaotic and stressful home situations and/or poor housing, where amelioration of asthma triggers is challenging. For instance, it may be more difficult to avoid environmental tobacco smoke (27) or to actively manage asthma triggers such as dust mites and pest problems in publicly financed housing than in a private home (28).

To assess the association between neighborhood risk and the odds of revisit when a child moved from one neighborhood to another between visits (and possibly changing neighborhood risk level), we conducted sensitivity analyses in which we limited the analytic sample to visits among children who had at least one revisit (asthma-related or other). When the analytic sample was limited in this way, the adjusted regression results were similar. Although few children changed neighborhood risk level from index visit to revisit (4% moved from a high-risk neighborhood to a low-risk neighborhood, 3% moved from low-risk to high-risk), when cross-classification was accounted for in regression modeling, the neighborhood risk level of the index visit was no longer significant.

Reasons for this could be that the decreased sample size resulted in less power or that residential mobility itself is contributing to stress for the child and family and interruptions in care for chronic illness (29). Similarly, when the definition of an asthma visit was limited to primary diagnosis only, the adjusted odds ratios were similar but not significant. One possible reason for this could be decreased sample size (23,187 visits with ICD-9-CM as any listed diagnosis versus 13,373 visits with ICD-9-CM as primary diagnosis). It is also possible that the broader definition (any listed diagnosis) identified some visits that were not caused by asthma, even though they were visits by children with asthma (30). We found that only 37% of visits with asthma as the secondary diagnosis had respiratory illness as the primary diagnosis. The top 5 diagnosis categories, representing 76% of visits with a secondary diagnosis of asthma, were respiratory disorders (37.0%); signs/symptoms/ill-defined conditions (16.1%); injury and poisoning (8.5%); digestive disorders (7.2%); and infectious and parasitic diseases (7.2%).

Our study had several limitations. One, we obtained data on race/ethnicity from medical records that may not be reliable for these data (31). Two, the neighborhood risk index measured cumulative risk and not individual neighborhood risks. Measurement of cumulative risk was necessary because neighborhood risks are highly correlated, but it did not permit us to disentangle how each risk
factor contributes to pediatric asthma hospital revisits. Three, our data were obtained from one hospital network and excluded children with out-of-network encounters. Thus, asthma-related encounters, especially ED visits, may have been underestimated. However, the hospital network represents approximately two-thirds of all pediatric ED visits and 90% of pediatric admissions and includes the only children’s hospital in the state.

Our findings provide additional evidence that interventions and policies designed to address pediatric asthma need to account for neighborhood context (9,32). Interventions that move beyond primary care or clinic setting are required. A careful evaluation of social context (family strengths and supports, financial challenges) and environmental triggers (type of housing, exposure in home and school settings) is needed. Interventions need to address the real-world challenges of managing asthma in high-risk environments. For instance, in Rhode Island, the Rhode Island Asthma Integrated Response Program (RI-AIR) is implementing a comprehensive system for screening and intervention for pediatric asthma that includes school-based education, intensive home-based interventions, and coordination among parents, school nurses, and health care providers for children whose asthma is not well controlled. A health education intervention for parents that does not account for certain factors — whether families are living in older housing stock with mold or multi-unit dwellings with inadequate ventilation or whether children are chronically exposed to triggers in older school buildings — will be less effective than a health intervention that does.
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Table 1. Distribution of Child, Visit, and Neighborhood Characteristics for Pediatric Asthma Emergency Department Visits and Hospitalizations (N = 19,700) by Children Aged 2–17 Years in Rhode Island, 2005–2014

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No Asthma Revisit (n = 13,997)</th>
<th>Asthma Revisit (n = 5,703)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), y</td>
<td>8.1 (4.8)</td>
<td>7.4 (4.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Male</td>
<td>59.4</td>
<td>59.2</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>40.6</td>
<td>40.8</td>
<td></td>
</tr>
<tr>
<td>Insurance coverage</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Public</td>
<td>58.7</td>
<td>68.7</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>37.5</td>
<td>27.7</td>
<td></td>
</tr>
<tr>
<td>None/self-pay</td>
<td>3.8</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Season</td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Winter</td>
<td>25.5</td>
<td>24.1</td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>26.5</td>
<td>27.3</td>
<td></td>
</tr>
<tr>
<td>Summer</td>
<td>15.6</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>Autumn</td>
<td>32.4</td>
<td>33.1</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>31.4</td>
<td>38.0</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>15.3</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>48.5</td>
<td>35.8</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>4.8</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>Neighborhood risk indexb</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (&lt;75th census-block–group percentile)</td>
<td>50.0</td>
<td>40.4</td>
<td></td>
</tr>
<tr>
<td>High (≥75th census-block–group percentile)</td>
<td>50.0</td>
<td>59.6</td>
<td></td>
</tr>
</tbody>
</table>

*All values are percentages, unless otherwise indicated. Data on emergency department visits and hospitalization were collected from a statewide hospital network administrative database. We counted 11,547 children with an index visit occurring during the period from January 1, 2005, through December 31, 2013. After excluding visits that occurred within 7 days of the index visit (n = 860), we counted 19,700 index visits.

b Derived by using 8 measures from the 2010–2014 American Community Survey and 2010 US Census: percentage of adults with no high school education, percentage of single-parent households, percentage of household crowding (>1 person per room), percentage of renter-occupied housing units, percentage of vacant homes (excluding vacation homes), percentage of families below 100% of the federal poverty level, percentage of nonwhite residents, and percentage of housing units built before 1950. The index ranged in value from 8 to 40; high risk defined as an index of 30–40; low risk, 8–29.
### Table 2. Child-Clustered Adjusted Regression Results for Pediatric Asthma Emergency Department Visits and Hospitalizations (N = 19,700) by Children Aged 2–17 Years in Rhode Island, 2005–2014

<table>
<thead>
<tr>
<th>Effect</th>
<th>Adjusted Odds Ratio (95% Confidence Interval)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.99 (0.98–1.01)</td>
<td>31</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.02 (0.93–1.11)</td>
<td>.72</td>
</tr>
<tr>
<td>Insurance coverage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>1.20 (1.00–1.44)</td>
<td>.06</td>
</tr>
<tr>
<td>None/self-pay</td>
<td>1.31 (0.90–1.89)</td>
<td>.16</td>
</tr>
<tr>
<td>Season</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.95 (0.79–1.15)</td>
<td>.60</td>
</tr>
<tr>
<td>Spring</td>
<td>1.02 (0.86–1.22)</td>
<td>.81</td>
</tr>
<tr>
<td>Summer</td>
<td>1.04 (0.84–1.29)</td>
<td>.71</td>
</tr>
<tr>
<td>Autumn</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.24 (1.03–1.50)</td>
<td>.02</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.26 (1.02–1.56)</td>
<td>.04</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>1.06 (0.75–1.50)</td>
<td>.74</td>
</tr>
<tr>
<td>Neighborhood risk index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (&lt;75th percentile)</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>High (≥75th percentile)</td>
<td>1.22 (1.00–1.48)</td>
<td>.04</td>
</tr>
</tbody>
</table>

*Data on emergency department visits and hospitalization were collected from a statewide hospital network administrative database. We counted 11,547 children with an index visit occurring during the period from January 1, 2005, through December 31, 2013. After excluding visits that occurred within 7 days of the index visit (n = 860), we counted 19,700 index visits. Multivariable model controlled for child and neighborhood characteristics.

*Derived by using 8 measures from the 2010–2014 American Community Survey and 2010 US Census: percentage of adults with no high school education, percentage of single-parent households, percentage of household crowding (>1 person per room), percentage of renter-occupied housing units, percentage of vacant homes (excluding vacation homes), percentage of families below 100% of the federal poverty level, percentage of nonwhite residents, and percentage of housing units built before 1950. The index ranged in value from 8 to 40; high risk defined as an index of 30–40; low risk, 8–29.
Table 3. Adjusted Cross-Classified Random-Effects Model, Clustered on Child and Neighborhood Risk, for Study on Pediatric Asthma Emergency Department Visits and Hospitalizations by Children Aged 2–17 Years in Rhode Island, 2005–2014

<table>
<thead>
<tr>
<th>Effect</th>
<th>Adjusted Odds Ratio (95% Confidence Interval)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.92 (0.91–0.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.15 (1.06–1.25)</td>
<td>.001</td>
</tr>
<tr>
<td>Insurance coverage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>1.10 (1.00–1.21)</td>
<td>.049</td>
</tr>
<tr>
<td>None/self-pay</td>
<td>0.94 (0.76–1.17)</td>
<td>.57</td>
</tr>
<tr>
<td>Season</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.97 (0.88–1.06)</td>
<td>.49</td>
</tr>
<tr>
<td>Spring</td>
<td>1.01 (0.92–1.10)</td>
<td>.88</td>
</tr>
<tr>
<td>Summer</td>
<td>0.77 (0.69–0.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Autumn</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.13 (1.02–1.27)</td>
<td>.02</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.43 (1.26–1.62)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>1.30 (1.07–1.58)</td>
<td>.008</td>
</tr>
<tr>
<td>Neighborhood risk indexb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (&lt;75th percentile)</td>
<td>1 [Reference]</td>
<td>.08</td>
</tr>
<tr>
<td>High (≥75th percentile)</td>
<td>1.14 (0.98–1.33)</td>
<td></td>
</tr>
</tbody>
</table>

Data on emergency department visits and hospitalization were collected from a statewide hospital network administrative database. We counted 11,547 children with an index visit occurring during the period from January 1, 2005, through December 31, 2013. After excluding visits that occurred within 7 days of the index visit (n = 860), we counted 19,700 index visits. This cross-clarification model accounted for children who moved from their neighborhoods; after excluding these children, the number of visits was 15,156.

Derived by using 8 measures from the 2010–2014 American Community Survey and 2010 US Census: percentage of adults with no high school education, percentage of single-parent households, percentage of household crowding (>1 person per room), percentage of renter-occupied housing units, percentage of vacant homes (excluding vacation homes), percentage of families below 100% of the federal poverty level, percentage of nonwhite residents, and percentage of housing units built before 1950. The index ranged in value from 8 to 40; high risk defined as an index of 30–40; low risk, 8–29.
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Abstract

Introduction
Neighborhood characteristics such as racial segregation may be associated with hypertension, but studies have not examined these relationships using spatial models appropriate for geographically patterned health outcomes. The objectives of our study were to 1) evaluate the geographic heterogeneity of hypertension; 2) describe whether and how patient-level risk factors and racial isolation relate to geographic heterogeneity in hypertension; and 3) examine cross-sectional associations of hypertension with racial isolation.

Methods
We obtained electronic health records from the Duke Medicine Enterprise Data Warehouse for 2007–2011. We linked patient data with data on racial isolation determined by census block of residence. We constructed a local spatial index of racial isolation for non-Hispanic black patients; the index is scaled from 0 to 1, with 1 indicating complete isolation. We used aspatial and spatial Bayesian models to assess spatial variation in hypertension and estimate associations with racial isolation.

Results
Racial isolation ranged from 0 (no isolation) to 1 (completely isolated). A 0.20-unit increase in racial isolation was associated with 1.06 (95% credible interval, 1.03–1.10) and 1.11 (95% credible interval, 1.07–1.16) increased odds of hypertension among non-Hispanic black and non-Hispanic white patients, respectively. Across Durham, census block-level odds of hypertension ranged from 0.62 to 1.88 among non-Hispanic black patients and from 0.32 to 2.41 among non-Hispanic white patients. Compared with spatial models that included patient age and sex, residual heterogeneity in spatial models that included age, sex, and block-level racial isolation was 33% lower for non-Hispanic black patients and 20% lower for non-Hispanic white patients.

Conclusion
Racial isolation of non-Hispanic black patients was associated with increased odds of hypertension among both non-Hispanic black and non-Hispanic white patients. Further research is needed to identify latent spatially patterned factors contributing to hypertension.

Introduction
Hypertension, a chronic health condition affecting approximately 1 in 3 US adults, increases the risk of myocardial infarction, stroke, heart failure, kidney disease, vision loss, and peripheral artery disease (1,2). In the United States, hypertension is most prevalent among black people (3), a disparity that persists even after adjustment for individual-level risk factors (4). Increasingly, neighborhood characteristics are implicated as possible underlying causes of health disparities observed across racial/ethnic groups. In the United States, place of residence is strongly patterned by race/ethnicity, and a growing body of evidence links...
neighborhood environmental characteristics with a range of health outcomes. Nonetheless, only a few studies have examined relationships between neighborhood characteristics and hypertension.

Racial residential segregation is posited to be a fundamental cause of health disparities. Racial residential segregation of black people refers to the degree to which black people live separately from other racial/ethnic groups (5). Through the concentration of poverty and poor physical and social environments, racial residential segregation results in distinctive ecologic environments for black people that may underlie racial health disparities (6). Racial residential segregation is linked with various adverse health outcomes, including type 2 diabetes (7), preterm birth (8), infant mortality (9), and all-cause mortality (10).

Two studies of metropolitan-level segregation and hypertension found that adults residing in more segregated areas were more likely to be hypertensive than those living in less segregated areas (11,12); in one study this association was observed among black people but not white people (12). A study in New York City that used a local measure (as opposed to a city or metropolitan measure) of segregation found that non–US-born black people aged 65 or older residing in highly segregated neighborhoods were less likely to be hypertensive than their counterparts in neighborhoods with low levels of segregation, but this association was not observed among US-born black people aged 65 or older (13). In another study, black–white disparities in the prevalence of hypertension were attenuated in a racially integrated, low-income Baltimore neighborhood, suggesting that exposures associated with neighborhood environment explained some of the racial differences in hypertension observed in nationally representative samples (14). More recently, in 2017, a longitudinal study with follow-up over 25 years found that, among black people, moving from a less segregated to more segregated neighborhood was associated with a rise in systolic blood pressure (15).

Previous work examining cross-sectional associations of local measures of racial residential segregation with hypertension used aspatial statistical models that assumed independence among geographic units used to define a person’s living space. Ignoring spatial dependency in a health outcome may lead to underestimation of standard errors, producing narrow confidence intervals and, potentially, incorrect inference (16).

The objectives of our study were to use aspatial and spatial regression techniques to 1) evaluate the geographic heterogeneity of hypertension; 2) describe whether and how patient-level risk factors and racial isolation relate to geographic heterogeneity in hypertension; and 3) examine cross-sectional associations of hypertension with racial isolation.

Methods

We used electronic health records from the Duke University Health System in Durham, North Carolina. We use a local spatial measure of racial isolation that represents 1 dimension of racial residential segregation and helps to overcome the shortfalls of simple measures of racial composition (eg, percentage of black residents) (17). We focused on the racial isolation of non-Hispanic black people because, compared with other dimensions of racial residential segregation (eg, evenness, the differential distribution of a population across a geographic unit), racial isolation may be more closely linked to health by serving as a proxy for the concentration of multiple disadvantages into a single ecological space (18).

The study area consisted of 5,029 census blocks composing Durham County, North Carolina. The Durham County population is 37.5% non-Hispanic black, 42.1% non-Hispanic white, and 13.5% Hispanic (19).

Patient data

We obtained electronic health records from the Duke Medicine Enterprise Data Warehouse for 377,556 unique persons who were patients of a Duke Medicine provider at any time from January 1, 2007, through December 31, 2011. Using ArcGIS software (Esri), we street-geocoded the residential address of each patient to link patients to a 2010 census block. Of 361,434 patients with valid addresses, 88% were geocoded. We restricted the geocoded data set to patients residing in Durham County (remaining n = 243,837) and removed data on patients whose records consisted only of laboratory test results (remaining n = 243,820). We excluded patients younger than 18 years or with missing information on age, race/ethnicity, or sex (remaining n = 171,520). We further restricted our analysis to patients who were either non-Hispanic black or non-Hispanic white (remaining n = 147,359) and resided in census blocks with a nonzero population (remaining n = 147,351).

Patients were defined as having hypertension on the basis of the following International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9) codes: 401.0, 401.9, 402.00, 402.01, 402.10, 402.11, 402.91, 403.00, 403.01, 403.10, 403.11, 404.00–404.03, 404.10–404.13, 404.90–404.93, 405.01, 405.09, 405.11, 405.19, 405.91, 405.99, and 437.2. We constructed a hypertensive status indicator equal to 1 if a patient ever received a positive diagnosis during the study period and 0 otherwise. We used maps to show, by quintile, the proportion of patients with a hypertension diagnosis during the study period in each census block.
This research was approved by the institutional review boards at Duke University and Rice University.

**Racial isolation**

Using 2010 census data, we calculated block-level racial isolation scores by accounting for the population composition in the index block along with adjacent blocks. We thus included neighboring blocks in surrounding counties in our adjacency structure.

The local spatial measure of racial isolation, described in detail elsewhere (8), ranges from 0 to 1: 0 indicates that the neighborhood environment is 100% non-black (no isolation), and 1 indicates that it is 100% black (complete isolation). We linked information on block-level racial isolation with patient data based on each patient’s block of residence.

**Statistical analysis**

We computed descriptive statistics for the study sample. To inform the use of race-stratified models, we evaluated whether the racial isolation exposure distributions of non-Hispanic black patients and non-Hispanic white patients overlapped. To some degree, both populations had nonoverlapping neighborhoods (Appendix); that is, non-Hispanic black and non-Hispanic white patients tended to reside in different blocks and have different residential environments. Consequently, we chose to proceed with a race-stratified modeling approach.

**Geographic heterogeneity of hypertension**

We evaluated the geographic heterogeneity of a patient-level hypertension diagnosis by comparing 4 patient-level logistic regression models with the following: 1) no random effects (standard model); 2) unstructured block-level random effects only (\( \nu_j \) in Equation 1, the random-intercept model); 3) spatially structured block-level random effects only (\( \nu_j \) in Equation 1, the spatially structured model); and 4) both structured and unstructured block-level random effects (\( \nu_j + \nu_v \) in Equation 1, the convolution model).

Thus, the convolution model was of the following form:

\[
\log \left( \frac{\hat{p}_{ij}}{1-\hat{p}_{ij}} \right) = \hat{\beta}_0 + \hat{\beta}_1 x_{ij} + \hat{\beta}_2 z_j + \nu_j + \nu_v \]  

(Equation 1)

where \( \hat{p}_{ij} \) is the fitted probability of patient \( i \) in block \( j \) having hypertension, \( x_{ij} \) is a vector of individual-level covariates (eg, age, sex) for patient \( i \) in block \( j \); \( z_j \) is a block-level covariate for block \( j \) (eg, racial isolation); and \( \nu_j \) and \( \nu_v \) are the unstructured and spatially structured block-specific random effects for block \( j \), respectively.

Models with random effects are based on the hypothesis that patients in the same block share sources of unobserved variation in hypertension. The unstructured random effect assumes that blocks are independent across geographic space, whereas the spatially structured random effect assumes that hypertension in blocks nearer to each other is more similar. This term reflects sources of unobserved heterogeneity that vary locally (“clustering”). The unstructured random effects (\( \nu_v \)) are assigned a normal prior with unknown variance.

For the spatially structured block-level random effects (\( \nu_j \)), we assumed a Besag–York–Mollie specification (20), modeled by using an intrinsic conditional autoregressive (iCAR) structure:

\[
u_j | \nu_{k \neq j} \sim \text{Normal}(m_j, \frac{\theta_0^2}{\#N(j)}) \]  

(Equation 2)

where \( m_j \) is the mean of the spatial random effects of blocks neighboring block \( j \), and \( \#N(j) \) is the number of blocks neighboring block \( j \) (21).

The variances of the unstructured and spatially structured random effects represent unknown hyperparameters, with priors for the precision taken from \( \gamma \) distributions with shape and scale equal to 1 and 0.0005, respectively. For all models, we assigned vague normal (0, 1000) priors to the parameters for patient risk factors and racial isolation.

We fit 3 model specifications, including a null model, a model adjusting for patient-level risk factors for hypertension (age, sex), and a model adjusting for patient-level risk factors and racial isolation. We used these model specifications to examine how residual geographic heterogeneity (ie, the variance of the block-level spatially structured random effects) in hypertension changes after the addition of patient-level risk factors and racial isolation. We conducted model selection by using the deviance information criterion (DIC) (22), with differences in DIC of 5 or less considered not meaningful.

We calculated the percentage change in residual geographic heterogeneity by sequentially comparing the null, patient-level risk factor, and patient-level risk factor plus racial isolation models.

**Cross-sectional association of hypertension and racial isolation**

We used the racial isolation index of non-Hispanic black patients in both the white and black race-stratified models and tabulated cross-sectional associations per 0.20-unit increase in racial isolation. We selected the regression model that included patient-level risk factors and racial isolation based on the DIC. We then applied a map decomposition technique (23) to explore the relative contribution of racial isolation versus the unstructured and spa-
tially structured random effects to odds of hypertension at the block level. For example, for a given block, the component odds for racial isolation is equal to the exponentiated fixed-effect estimate multiplied by the standardized racial isolation value for that block. This quantity represents the contribution of racial isolation to odds of hypertension for the average patient in the index block. Mapping the component odds enables visualization of the geographic distribution of odds of hypertension and the extent to which local odds may be driven by racial isolation versus unobserved sources reflected in the random effects.

Sensitivity analysis

We compared the Watanabe–Akaike information criterion (24) with the DIC to select our model. In place of the local spatial measure of racial isolation, we examined cross-sectional associations between hypertension and the block-level proportion of non-Hispanic black residents. Cross-sectional associations estimated between racial isolation and hypertension may be subject to confounding from factors for which we did not adjust, such as individual-level socioeconomic status (SES), which others have proxied by using insurance status. If individual-level SES acts as a confounder, not controlling for it may have biased the association estimated between racial isolation and hypertension. To explore this possibility, we used insurance status (private vs nonprivate) as a proxy for individual-level SES, then restricted the analysis to patients who were not missing information on insurance status, and fit race-stratified models with and without insurance as a covariate (revised n = 49,113 for non-Hispanic black patients and n = 52,556 for non-Hispanic white patients). Lastly, we compared cross-sectional associations for racial isolation (odds ratios and 95% credible intervals) from the model selected based on DIC with the remaining 3 models to investigate whether inference was sensitive to model assumptions.

All statistical analyses were performed by using R version 3.4.4 (The R Foundation). Models were fit by using integrated nested Laplace approximation (25).
Figure 2. Index value, by quintile, for census-block–level racial isolation of non-Hispanic black residents, Durham, North Carolina. Index of racial isolation is scaled from 0 to 1, with 1 indicating complete isolation.

Model choice

For both non-Hispanic black and non-Hispanic white patients, DIC analysis indicated that the spatially structured and convolution models were indistinguishable from one another (difference in DIC ≤5) but preferred over the standard and random-intercept models (Table 2). We chose the spatially structured model over the convolution model for ease of interpretation.

Non-Hispanic black patients

Among non-Hispanic black patients, a 0.20 increase in racial isolation was associated with 1.06 (95% credible interval, 1.03–1.10) higher odds of hypertension in the spatially structured model after adjusting for patient age and sex. In the null model, the residual geographic heterogeneity (residual variation on the binomial scale associated with the spatially structured random effect) was approximately 0.36. With the addition of patient age and sex, heterogeneity decreased by 83%, to 0.06. Inclusion of racial isolation further decreased heterogeneity by 33%, to 0.04.

Overall, block-level odds of hypertension among non-Hispanic black patients ranged from 0.62 to 1.88 (Appendix). The blocks with the greatest contributions to hypertension from racial isolation corresponded to areas with higher racial isolation values in central and south central Durham. The magnitude of the association with racial isolation and the width of 95% credible intervals was similar across models (Table 3), although credible intervals in spatial models were wider than those in the aspatial (standard and random intercept) models.

Non-Hispanic white patients

Among non-Hispanic white patients, a 0.20 increase in racial isolation of non-Hispanic black patients was associated with 1.11 (95% credible interval, 1.07–1.16) higher odds of hypertension, after adjusting for patient age and sex. Residual geographic heterogeneity in the null model for non-Hispanic white patients was approximately 0.59. The addition of patient age and sex to the model decreased residual heterogeneity by 66%, to 0.20; the subsequent addition of racial isolation decreased residual heterogeneity by 20%, to 0.16.

Overall, block-level odds of hypertension among non-Hispanic white patients was 0.32 to 2.41 (Appendix). The magnitude of the association with racial isolation was larger in the standard and random-intercept models than in the spatially structured and convolution models (Table 3). The 95% credible intervals were also wider in the spatially structured and convolution models than in the aspatial models.

Sensitivity analysis

Using the Watanabe–Akaike information criterion instead of DIC would not have resulted in selection of different models (Appendix). The cross-sectional associations between hypertension and block-level proportion of non-Hispanic black residents was smaller than, but not significantly different from, the cross-sectional associations between hypertension and racial isolation. In race-stratified models with and without data on health insurance status, 95% credible intervals for cross-sectional associations for non-Hispanic black and non-Hispanic white patients in the spatially structured model overlapped with those reported in the main analysis (Appendix).

Discussion

An underlying spatially patterned phenomenon fully characterized residual geographic heterogeneity in hypertension among both non-Hispanic black and non-Hispanic white patients in Durham, North Carolina. Block-level odds of hypertension were more varied among non-Hispanic white patients than non-Hispanic black patients. Patient age and sex accounted for a larger proportion of residual heterogeneity among non-Hispanic black patients than non-Hispanic white patients, whereas the inclusion of racial isolation...
tion more similarly proportionately reduced residual geographic heterogeneity among both non-Hispanic black and non-Hispanic white patients. The cross-sectional association estimated between racial isolation and hypertension for non-Hispanic white patients was larger than that estimated for non-Hispanic black patients. Furthermore, for non-Hispanic white patients, the cross-sectional associations from aspatial models were larger than those from spatial models. Aspatial models also produced narrower credible intervals than did spatial models.

To date, spatial methods have not been used to study associations between racial isolation and hypertension. We found that non-Hispanic black and non-Hispanic white patients in Durham have, on average, distinct residential contexts, which may lead to separate neighborhood risk factors for hypertension. The exclusive role of the spatially structured random effect in unobserved geographic heterogeneity suggests the presence of local environmental risk factors whose effects on hypertension spill over census-block boundaries.

The larger range in overall block-level odds of hypertension among non-Hispanic white patients than non-Hispanic black patients may indicate underlying differences in race-specific study samples. Non-Hispanic white residents are more spread out than non-Hispanic black residents across Durham, creating more widely varying neighborhood environments for non-Hispanic white residents.

The racial isolation index used in our study measured the geographic separation of black people from other racial/ethnic groups. Non-Hispanic white patients residing in blocks with high values of racial isolation lived in predominantly black neighborhoods and may have greater exposure to neighborhood conditions associated with higher rates of hypertension (eg, unhealthy food environments, poor access to health care). In contrast, when non-Hispanic white patients lived in blocks with low values for racial isolation (which means predominantly white neighborhoods given our definition of racial isolation), they may benefit from health-promoting neighborhood conditions. Non-Hispanic white people who are subject to the same census-block conditions (ie, blocks with high levels of racial isolation) as non-Hispanic black people may be worse off than other non-Hispanic white people because they do not reap neighborhood benefits that provide a health advantage to most other non-Hispanic white people, a premise supported by the findings of others (14). However, the contribution of the spatially structured random effect to overall odds of hypertension suggests that we may not have accounted for other spatially patterned characteristics (eg, healthy food availability) (26).

Our study has several limitations. One is the cross-sectional study design, which precludes causal inference. Second, although we used ICD-9 codes to identify patients with hypertension, we may not have captured data on all patients with hypertension in our study sample. Third, the association observed between racial isolation and hypertension may have been subject to confounding from factors for which we did not control. In the sensitivity analysis, we used insurance status as a proxy for individual-level SES. We observed that inclusion of insurance status, which was missing for approximately 31% of the sample, did not result in significantly different estimated associations between racial isolation and hypertension. Another limitation relates to the study sample’s representativeness of Durham County’s population and the generalizability of results. During the study period, approximately 84% of Durham County residents received care from a Duke Medicine provider at least once, but the study sample excluded patients with residential addresses that could not be found or matched in a reference address data set. The nongeocodable patients, who were removed from analysis, may systematically differ from geocodable patients, who were included in the analysis, in characteristics affecting exposure or health or both.

Despite these limitations, our study enriches the existing body of research on links between racial residential segregation and health, specifically hypertension. Researchers have observed associations between racial residential segregation and health (18,27), but only a few studies have examined segregation and hypertension. Of those that have, most were cross-sectional studies that relied on metropolitan-level measures of segregation or used exclusively aspatial models. For spatially dependent health outcomes, a spatial modeling approach yields more conservative inference; significance in the spatial model, with potentially inflated variances, should also imply significance in the nonspatial model (16,28,29).

Furthermore, the local spatial measure of block-level racial isolation may be more closely linked than segregation measures estimated at the metropolitan or city level to individual health outcomes because it is a proxy for the concentration of multiple disadvantages into a single, local ecologic space (6).

Spatial analysis provides an innovative mechanism for evaluating the extent to which residual geographic patterning persists after adjusting for variables that may relate to hypertension, some of which may cluster spatially. Here, we identified blocks and areas of Durham County in which spatially correlated latent risk factors other than racial isolation may be associated with hypertension. In blocks with other neighborhood-based spatially patterned risk factors that contribute to hypertension, additional research is needed to identify what these additional neighborhood characteristics are and how they might be addressed to reduce hypertension. We also identified blocks in Durham with the greatest overall odds of hypertension, which can be used to inform targeted interventions to reduce hypertension risk or manage chronic hypertension.
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### Tables


<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Non-Hispanic Black, No. (%)</th>
<th>Non-Hispanic White, No. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>65,026 (44.1)</td>
<td>82,325 (55.9)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>24,517 (37.7)</td>
<td>21,836 (26.5)</td>
</tr>
<tr>
<td>Male</td>
<td>26,157 (40.2)</td>
<td>35,183 (42.7)</td>
</tr>
<tr>
<td>Age, y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–21</td>
<td>6,473 (10.0)</td>
<td>4,205 (5.1)</td>
</tr>
<tr>
<td>22–29</td>
<td>10,962 (16.9)</td>
<td>14,680 (18.1)</td>
</tr>
<tr>
<td>30–39</td>
<td>12,360 (19.0)</td>
<td>15,392 (18.7)</td>
</tr>
<tr>
<td>40–49</td>
<td>12,590 (19.4)</td>
<td>12,436 (15.1)</td>
</tr>
<tr>
<td>50–64</td>
<td>14,557 (22.4)</td>
<td>19,626 (23.8)</td>
</tr>
<tr>
<td>≥65</td>
<td>8,084 (12.4)</td>
<td>15,986 (19.4)</td>
</tr>
<tr>
<td>Racial isolation, percentile&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20th</td>
<td>2,424 (3.7)</td>
<td>27,001 (32.8)</td>
</tr>
<tr>
<td>20th–39th</td>
<td>5,952 (9.2)</td>
<td>23,566 (28.6)</td>
</tr>
<tr>
<td>40th–59th</td>
<td>11,613 (17.9)</td>
<td>17,638 (21.4)</td>
</tr>
<tr>
<td>60th–79th</td>
<td>18,871 (29.0)</td>
<td>10,893 (13.2)</td>
</tr>
<tr>
<td>≥80th</td>
<td>26,166 (31.8)</td>
<td>3,227 (5.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup> The racial isolation index ranges from 0 to 1. In the 3,439 blocks with ≥1 patient in the analysis data set, the 20th, 40th, 60th, and 80th percentiles of racial isolation correspond to racial isolation values of 0.11, 0.21, 0.37, and 0.63, respectively. Data on racial isolation determined by 2010 census block of residence.

<table>
<thead>
<tr>
<th>Race</th>
<th>Deviance Information Criterionb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard Model</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>63,419</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>68,255</td>
</tr>
</tbody>
</table>

Note: All models were adjusted for individual-level patient age and sex and block-level racial isolation of non-Hispanic black patients. Patient data obtained from electronic health records in the Duke Medicine Enterprise Data Warehouse for 2007–2011. Data on racial isolation determined by 2010 census block of residence. The deviance information criterion is a generalization of the Akaike information criterion. Taking into account both model fit and model complexity, smaller values indicate a preferred model (22). Using the Watanabe–Akaike information criterion produced the same preferred models. The selected model. Model with the lowest deviance information criterion value across row.
Table 3. Odds Ratios (95% Credible Interval) for Hypertension per 0.20-Unit Increase in Racial Isolation, in Race-Stratified Logistic Regression Models, Study of Racial Isolation and Spatial Patterning of Hypertension in Durham, North Carolina, 2007–2011

<table>
<thead>
<tr>
<th>Race</th>
<th>Standard Model</th>
<th>Random Intercept Model</th>
<th>Spatially Structured Model</th>
<th>Convolution Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Hispanic black</td>
<td>1.09 (1.07–1.11)</td>
<td>1.08 (1.06–1.10)</td>
<td>1.06 (1.03–1.10)</td>
<td>1.07 (1.03–1.10)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1.19 (1.17–1.22)</td>
<td>1.19 (1.17–1.23)</td>
<td>1.11 (1.07–1.16)</td>
<td>1.11 (1.07–1.16)</td>
</tr>
</tbody>
</table>

*The standard deviation of racial isolation was 0.17 for non-Hispanic white patients and 0.23 for non-Hispanic black patients. For purposes of comparison, odds ratios are presented per 0.20 racial isolation units. Patient data obtained from electronic health records in the Duke Medicine Enterprise Data Warehouse for 2007–2011. Data on racial isolation determined by 2010 US census block of residence.
Appendix. Supplemental Information

Details on the calculation of the racial isolation index are provided in the Appendix, which is available at https://rice.box.com/v/BravoetalSupplementalMaterial. Also included in the Appendix are sensitivity analysis results, including model selection results using the Watanabe–Akaike information criterion, cross-sectional associations estimated between racial isolation and hypertension for individuals after controlling for patient-level insurance status in the selected model. The map decompositions show the overall odds of hypertension in addition to the contribution of racial isolation and the spatially structured block-level random effect to overall odds of hypertension for the average non-Hispanic black patient and the average non-Hispanic white patient in each block.
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**Summary**

**What is already known on this topic?**

At the individual level, high levels of social capital are associated with low levels of mental distress.

**What is added by this report?**

We used ecological data to demonstrate that social capital and prevalence of mental distress are spatially clustered in US counties. We showed that social capital decreases the prevalence of mental distress within a county, but this within-county association is weaker than the between-county association.

**What are the implications for public health practice?**

Our results suggest that policy interventions to promote population-level mental health should consider broader multi-county contexts and the coordination of actions within the consortia of neighboring counties.

---

**Introduction**

Levels of mental distress in the United States are a health policy concern. The association between social capital and mental distress is well documented, but evidence comes primarily from individual-level studies. Our objective was to examine this association at the county level with advanced spatial econometric methods and to explore the importance of between-county effects.
al-level studies, and the ecological findings are inconclusive due to diverse analytic units and methods used (4,6).

We identified 2 major gaps in our understanding of how social capital is associated with mental distress at the ecological level. First, research overlooks the spatial dependencies between these 2 measures by simplifying the contribution of neighboring areas into a single parameter estimate, which is also sometimes misinterpreted (7). Second, whether mental distress of a focal area is affected by the social capital of neighboring areas remains underexplored, and little is known about the importance of distance — as measured by spatial order (ie, nth spatial lags) — in explaining spillover effects of social capital on mental distress.

To address these gaps, we applied spatial Durbin modeling approaches to the County Health Rankings and Roadmaps (CHRR) data set (8) for the United States (9). We examined 2 hypotheses: 1) within a county, higher levels of social capital are associated with lower prevalence of mental distress, even after controlling for other confounders; and 2) the levels of mental distress of a county are negatively influenced by the low social capital of neighboring counties, and the effect is strongest from the neighboring adjacent counties than from counties farther away.

Methods

Data and measures

The 2018 CHRR synthesizes both health and socioeconomic information from national data sets, such as the Behavioral Risk Factor Surveillance System (BRFSS), the Dartmouth Atlas of Health Care, and the American Community Survey. Although the 2018 CHRR covers all US counties, we focused on the counties in the contiguous United States (N = 3,106). All data were publicly available, so no institutional review board approval was needed.

The dependent variable was county-level mental distress. Mental health considers stress, depression, and problems with emotions, and this measure emphasizes those residents with more chronic and severe mental health issues (8). In the BRFSS it was measured with “frequent mental distress,” which is the percentage of adults who reported more than 14 days in response to the question, “How many days during the past 30 days was your mental health not good?” For the counties with limited data, the entire BRFSS sample and census population estimates were used to estimate this variable (8).

The key independent variable was the social capital index developed by Rupasingha and colleagues (10), which was created by applying principal component analysis (PCA) to 4 variables: number of establishments per 10,000 population, voter turnout, census response rate, and number of nonprofit organizations. Higher social capital index values refer to stronger social connections among residents. This social capital index has been used in county level analysis (11,12), but its application to mental health is limited.

We also considered other covariates. The socioeconomic status (SES) index is a PCA-derived score using percentage of population older than 25 who have at least some college education (factor loading = 0.805), unemployment rate (factor loading = −0.752), child poverty rate (factor loading = −0.935), and logged median household income (factor loading = 0.900). Approximately 72% of variation among these 4 variables can be captured with a single factor; a higher SES index score indicates higher socioeconomic status.

Several variables reflect the demographic composition of a county. Age was measured with percentage of population younger than 18 and percentage of population older than 65. Racial/ethnic composition was based on percentage of non-Hispanic blacks, non-Hispanic Asians, and Hispanics. We included percentage population that was female, not proficient in English, and living in a rural area, and we included the ratio of household income at the 80th and 20th percentiles. We checked the variance inflation factors among the independent variables and found that all were smaller than 4, indicating that multicollinearity was not a concern.

Analytic approach

To test our hypotheses, we used the spatial Durbin model, developed in spatial econometrics but rarely used in health research. A spatial Durbin model can be expressed as follows (7,13):

\[(I_n - \rho W)y = \alpha l_n + X\beta + WX\theta + \epsilon\]

where both the spatially lagged dependent (\(\rho Wy\)) and independent variables (\(WX\theta\)) are included (9). The endogeneity in the model makes the interpretations of the estimates richer (7). Explicitly, the spatial Durbin model allows researchers to separate the direct (within a county) and indirect (to/from neighboring counties) effects of an independent variable on the dependent variable. The equation above can be rewritten:

\[y = (I_n - \rho W)^{-1}\alpha l_n + (I_n - \rho W)^{-1}X\beta + (I_n - \rho W)^{-1}WX\theta + (I_n - \rho W)^{-1}\epsilon\]

The partial derivatives of y with respect to the rth independent variable (\(X_r\)) across the n observations in the study region can be expressed as follows:

\[\partial y / \partial X_r = (I_n - \rho W)^{-1}(I_n \beta_r + W\theta_r)\]

where \(\partial y / \partial X_r\) indicates an n x n matrix, and \(\beta_r\) and \(\theta_r\) represent the parameter estimates associated with the independent variable in a
county and in neighboring counties. Several implications from this equation highlight the benefit of a spatial Durbin approach (7,13,14). Specific to this study, the third equation indicates that the change in a county’s social capital index will not only lead to the change in mental distress in the same county, but also influence the frequent mental distress in other counties. The former refers to the direct effects [average of the main diagonal elements of \((I_n - \rho W)^{-1}(I_n \beta_r + W \theta_r)\) matrix], whereas the latter indicates the indirect effects (average of the off-diagonal elements). Furthermore, the partial derivatives of \(y\) are a function of \((I_n - \rho W)^{-1}\) and can be expanded as a linear combination of powers of the spatial weights matrix \(W\): \(I_n + \rho W + \rho^2 W^2 + \rho^3 W^3 + \ldots\). The powers of \(W\) correspond to the counties themselves (zero-order), adjacent neighbors (first-order), neighbors of adjacent neighbors (second-order), and so on. It is possible to partition both the direct and indirect impacts of social capital on mental distress by using the powers of spatial weight matrix. Consequently, researchers can generate a “spatial profile” of the importance of neighboring areas with the partitioning results. In this way we can test the second hypothesis.

Although other forms of spatial econometrics models handle spatial association (eg, spatial lag and spatial error), the spatial Durbin model is the most appropriate spatial regression form, particularly when the generating process underlying the observed data is unknown (7). Both spatial and aspatial exploratory data analysis were done before the spatial Durbin and partitioning analysis. The Markov chain Monte Carlo method was used to calculate the direct and indirect effects and the partitioning results. All analyses were conducted with the `spdep` package (15) in R (16). Comparisons between the spatial Durbin model and other conventional spatial models are available on request.

Results

On average, 12% of the adult population aged 18 to 85 in a county reported more than 14 days of mental distress in the past 30 days (Table 1). The relatively small standard deviation of mental distress (1.88) suggests that in most counties at least 8.5% of adults aged 18–85 reported mental distress. The social capital index had a mean value of 0 and a standard deviation of 1.26.

Counties with high prevalence of mental distress (4th and 5th quintiles) were concentrated in the South (particularly the Black Belt), central and southern Appalachia, and the Mississippi River Valley through Oklahoma (Figure). Clusters of high levels of mental distress were also found in Indian Reservations (eg, the Four Corners and several counties in the Dakotas).

The spatial distribution of social capital was the opposite of the spatial distribution of mental distress. Many counties with high prevalence of mental distress had low social capital. Counties with high social capital and low mental distress were clustered in the Great Plains and the Midwest. Overall, spatial analyses indicated that mental distress and social capital are negatively associated.

The spatial Durbin modeling results are shown in Table 2. The direct effect of social capital (~0.087) was smaller than the indirect effect. A one-unit increase in the average social capital index in neighboring counties was associated with a 0.234 percentage point decrease in mental distress of a focal county. The indirect effect of
social capital on mental distress was roughly 2.7 times \((-0.234\) divided by \(-0.087 = 2.69\)) stronger than the direct effect.

SES index had the strongest total effect on mental distress (Table 2). A one-unit increase in SES index was associated with a 1.263 percentage point decrease in the prevalence of mental distress within a county. High SES in neighboring counties was associated with decreased mental distress (percentage point decrease, 0.532). The percentage of female population was associated with spatial variation in mental distress. For every one percentage point increase in female population, mental distress increased by 0.114. Furthermore, a higher income ratio (ie, higher income inequality) was associated with a higher mental distress level within a county; however, the indirect effect of income ratio was negatively associated with mental distress \((-0.472\).

Results of how the effect of social capital and other covariates on mental distress are transited through neighboring counties are presented in Table 3. The direct effect of social capital at the zero-order \((W_0)\) was \(-0.072\), indicating that almost 83% \((-0.072\) divided by \(-0.087 = 0.828\)) of the direct effect came from a county itself and the other 17% could be attributed to the inter-county dependencies. The immediate neighbors \((W_1)\) appeared not to matter, but the second-order neighboring counties contributed to the direct effect of social capital. The contribution of the third-order \((W_3)\) neighbors became much smaller, yet remained significant.

Estimates of indirect effect of social capital decreased from the first-order to the higher orders. More than 25% \((-0.062\) divided by \(-0.234 = 0.265\)) of the indirect effect came from the first-order neighbors, but higher-order neighbors still contributed to the overall indirect effect.

Discussion

We found strong evidence for our first hypothesis, that county social capital is negatively related to mental distress and that this relationship holds even after considering other confounders. The direct effect of social capital on the prevalence of mental distress was negative and significant in the spatial Durbin model. The partitioning results further indicated that more than 80% of the direct effect was within-county and that neighboring counties strengthened the association of social capital with mental distress.

Our study is explicitly ecological, and the findings contribute to the wider literature of social capital and mental distress. How do we understand this relationship? On one hand, our social capital index reflects the potential connections and social ties among residents \((3,10)\). These social relations create trust and reciprocity that can be used to cope with negative emotions, stress, anxiety, and depression \((4,6,17)\). Individuals living in counties with strong social capital receive better social support than those living in areas with weak social capital. As a result, the prevalence of mental distress decreases with the increase in social capital. Additionally, strong social capital facilitates a community’s capacity for action and cooperative social activities \((18,19)\), which produces an environment conducive to economic development and community well-being \((20)\). Although the findings suggesting that social capital buffers against the potential negative impacts of economic and social adversities are inconclusive, our results support the ecological finding that social capital may lower population prevalence of mental distress.

We also hypothesized that the prevalence of mental distress of a county is negatively associated with social capital of neighboring counties and this relationship decreases with distance (ie, increasing spatial lag order). Our results support this hypothesis but also indicate that the spatial spillover effect is complex. The indirect effect of social capital on mental distress was roughly 2.7 times stronger than the direct effect, suggesting a strong spatial spillover effect from neighboring counties. This indicates that counties with low prevalence of mental distress benefit indirectly from the strong social capital of neighboring counties. Our results suggest that the first-order neighbors are the most important contributors. Although other neighbors remain connected, their contributions decline as spatial order increases. The spatial clustering patterns in the Figure highlighted the strong spatial dependence embedded in social capital and mental distress, and the partitioning results showed how the indirect effects work through spatial adjacency.

As the indirect effect is reciprocal, it indicates that a one-unit increase in social capital of a focal county was related to a 0.234 percentage point decrease in mental distress of neighboring counties. The significant indirect effect of social capital confirms that the spatial association between social capital and mental distress was not only a within-county phenomenon, but influenced by inter-county spatial dependencies, which is captured by the exogenous interactions \((I_0 - \rho W)^{-1}WX\) in the model. The nonsignificant zero-order indirect effect of social capital \((-0.015)\) suggests that the indirect effect of social capital may be largely due to spatial spillover associated with the spatial structure (ie, form of \(W\)) and the spillover effect from the first-order neighbors was more crucial than from neighboring counties at the higher orders.

Our study has limitations. The results and conclusions may change if the underlying data are aggregated to different geographies, which is a modifiable area unit problem \((21,22)\). As a sensitivity analysis, we included county area in the model and found that county size is not statistically related to mental distress. That is, while large counties may have neighbors that are geographically farther away than smaller counties, our findings are unaltered. Furthermore, our conclusions cannot be generalized to the individual...
level (23). There is no consensus on how to measure social capital at the aggregate level, and the social capital index may not fully reflect the complexities of this construct (3,24). Other mental health measures (eg, mental disorders) should be considered to bolster the beneficial effect of social capital on mental health at the county level. Importantly, both mental distress and social capital are not race/ethnicity specific, which limits our understanding of the dynamics between these 2 variables within each racial/ethnic group. This warrants future endeavors to develop race/ethnicity-specific measurements. Moreover, given the programming limitation, our analysis does not weigh the influence of a county on another by total population. Future research should incorporate population size into the spatial weight matrix. Finally, the analysis is cross-sectional, and it is possible that high prevalence of mental distress leads to weak social capital. The causal relationship between these 2 variables needs to be clarified.

The spatial dependencies between social capital and mental distress provide insights. First, the spatial spillover process generates an indirect effect (from neighboring counties) that is stronger than the direct effect (within a county). The spatial dependencies cannot be identified with conventional spatial regression models, which in part may explain why ecological-level evidence is mixed (4). Future ecological work should consider spatial dependencies to address some of the inconsistencies in the social capital literature. Second, related to policy implications, the indirect effect of social capital on mental distress suggests that improving social capital in a certain county will have spillover effects and reduce mental distress in adjacent or nearby counties. In addition, cross-county collaboration to improve social capital and connections (ie, regional interventions) should be considered to maximize the effect of social capital on mental health.

Beyond social capital, we found that SES played a critical role in explaining the prevalence of mental distress. SES has the strongest impact on mental distress within a county, and this indicates that the spatial variation in mental distress may be a consequence of spatial economic inequality (25). The importance of SES has been discussed (2,26,27), and our results confirm this relationship. Income ratio is also important and our finding echoes the literature, suggesting income inequality follows the social relativity theory as neighbors with high income inequality reduce the sense of relative deprivation, which in turn improves population health (28). Moreover, prevalence of mental distress increases with the percentage of female population within (and beyond) a county. This positive association also corresponds to the extant literature (2,29). It is plausible that females encounter unique social and psychological stressors (eg, pregnancy and social role expectations) that affect their mental distress (2,6,29), although men’s reluctance to disclose mental distress may also be a factor (30). The importance of these variables is confirmed in sensitivity analysis where all the independent variables are standardized (results available on request), indicating that social capital and SES are not only statistically significant but also play a substantive role in explaining the spatial variation in mental distress.

In sum, we contribute to the mental health literature in 2 ways. First, we provide robust evidence for the beneficial association between aggregate levels of social capital and mental distress in US counties. Second, our adoption of spatial Durbin models showed the complicated inter-county dependencies and the relationship between these 2 measures. To our knowledge, no prior research has used the spatial Durbin modeling to clarify how levels of mental distress in a county are affected by neighboring counties.
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Tables

Table 1. Descriptive Statistics of Variables (N = 3,106), Ecological Study of the Association Between Social Capital and Mental Distress, County Health Rankings and Roadmaps, United States, 2018

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean (Standard Deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adults reporting mental distress, %</td>
<td>8.03</td>
<td>21.34</td>
<td>12.21 (1.88)</td>
</tr>
<tr>
<td>Social capital index</td>
<td>−3.18</td>
<td>21.81</td>
<td>0.00 (1.26)</td>
</tr>
<tr>
<td>Socioeconomic status index</td>
<td>−3.80</td>
<td>2.99</td>
<td>0.00 (1.00)</td>
</tr>
<tr>
<td>Younger than 18 y, %</td>
<td>5.15</td>
<td>40.79</td>
<td>22.34 (3.40)</td>
</tr>
<tr>
<td>Older than 65 y, %</td>
<td>4.63</td>
<td>56.31</td>
<td>18.45 (4.51)</td>
</tr>
<tr>
<td>Non-Hispanic black, %</td>
<td>0.00</td>
<td>85.15</td>
<td>9.03 (14.37)</td>
</tr>
<tr>
<td>Non-Hispanic Asian, %</td>
<td>0.00</td>
<td>36.50</td>
<td>1.40 (2.41)</td>
</tr>
<tr>
<td>Hispanic, %</td>
<td>0.50</td>
<td>96.25</td>
<td>9.33 (13.73)</td>
</tr>
<tr>
<td>Not English proficient, %</td>
<td>0.00</td>
<td>32.69</td>
<td>1.75 (2.93)</td>
</tr>
<tr>
<td>Female, %</td>
<td>27.80</td>
<td>56.55</td>
<td>49.93 (2.22)</td>
</tr>
<tr>
<td>Rural resident, %</td>
<td>0.00</td>
<td>100.00</td>
<td>58.52 (31.44)</td>
</tr>
<tr>
<td>80th/20th income ratio</td>
<td>0.00</td>
<td>8.93</td>
<td>4.52 (0.74)</td>
</tr>
</tbody>
</table>
Table 2. Decomposition Estimates of the Direct and Indirect Effects on Percentage of Adults Reporting Mental Distress, Ecological Study of the Association Between Social Capital and Mental Distress, County Health Rankings and Roadmaps, United States, 2018

<table>
<thead>
<tr>
<th>Variable</th>
<th>Direct Effect</th>
<th>Indirect Effect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social capital index</td>
<td>-0.087</td>
<td>-0.234</td>
<td>-0.321</td>
</tr>
<tr>
<td>Socioeconomic status index</td>
<td>-1.263</td>
<td>-0.532</td>
<td>-1.795</td>
</tr>
<tr>
<td>Younger than 18 y, %</td>
<td>0.018</td>
<td>-0.102</td>
<td>-0.084</td>
</tr>
<tr>
<td>Older than 65 y, %</td>
<td>-0.075</td>
<td>0.005</td>
<td>-0.070</td>
</tr>
<tr>
<td>Non-Hispanic black, %</td>
<td>-0.010</td>
<td>-0.009</td>
<td>-0.020</td>
</tr>
<tr>
<td>Non-Hispanic Asian, %</td>
<td>-0.014</td>
<td>0.009</td>
<td>-0.004</td>
</tr>
<tr>
<td>Hispanic, %</td>
<td>-0.028</td>
<td>0.005</td>
<td>-0.023</td>
</tr>
<tr>
<td>Not English proficient, %</td>
<td>0.006</td>
<td>-0.010</td>
<td>-0.004</td>
</tr>
<tr>
<td>Female, %</td>
<td>0.114</td>
<td>0.132</td>
<td>0.247</td>
</tr>
<tr>
<td>Rural resident, %</td>
<td>0.001</td>
<td>-0.002</td>
<td>-0.001</td>
</tr>
<tr>
<td>80th/20th income ratio</td>
<td>0.315</td>
<td>-0.472</td>
<td>-0.158</td>
</tr>
</tbody>
</table>

* Significant at P < .05.
Table 3. Spatial Partitioning Results of Direct and Indirect Effects on Percentage of Adults Reporting Mental Distress, Ecological Study of the Association Between Social Capital and Mental Distress, County Health Rankings and Roadmaps, United States, 2018

<table>
<thead>
<tr>
<th>Variable</th>
<th>Direct</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W0</td>
<td>W1</td>
<td>W2</td>
<td>W3</td>
<td>W4</td>
<td>W0</td>
<td>W1</td>
<td>W2</td>
<td>W3</td>
</tr>
<tr>
<td>Social capital index</td>
<td>-0.072a</td>
<td>-0.002</td>
<td>-0.007a</td>
<td>-0.002a</td>
<td>-0.002a</td>
<td>-0.015</td>
<td>-0.062a</td>
<td>-0.039a</td>
<td>-0.032a</td>
</tr>
<tr>
<td>Socioeconomic status index</td>
<td>-1.229a</td>
<td>0.093a</td>
<td>-0.090a</td>
<td>-0.005a</td>
<td>-0.015a</td>
<td>0.742a</td>
<td>-0.448a</td>
<td>-0.168a</td>
<td>-0.183a</td>
</tr>
<tr>
<td>Younger than 18 y, %</td>
<td>0.024a</td>
<td>-0.006a</td>
<td>0.001</td>
<td>-0.001a</td>
<td>0.000</td>
<td>-0.047a</td>
<td>-0.011</td>
<td>-0.013a</td>
<td>-0.008a</td>
</tr>
<tr>
<td>Older than 65 y, %</td>
<td>-0.076a</td>
<td>0.007a</td>
<td>-0.005a</td>
<td>0.000</td>
<td>-0.001a</td>
<td>0.057a</td>
<td>-0.021a</td>
<td>-0.005</td>
<td>-0.007</td>
</tr>
<tr>
<td>Non-Hispanic black, %</td>
<td>-0.010a</td>
<td>0.001</td>
<td>-0.001a</td>
<td>0.000a</td>
<td>0.000a</td>
<td>0.004</td>
<td>-0.004a</td>
<td>-0.002a</td>
<td>-0.002</td>
</tr>
<tr>
<td>Non-Hispanic Asian, %</td>
<td>-0.014</td>
<td>0.002</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.013</td>
<td>-0.002</td>
<td>0.000</td>
<td>-0.001</td>
</tr>
<tr>
<td>Hispanic, %</td>
<td>-0.028a</td>
<td>0.003a</td>
<td>-0.002a</td>
<td>0.000</td>
<td>0.000</td>
<td>0.022a</td>
<td>-0.007a</td>
<td>-0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td>Not English proficient, %</td>
<td>0.006</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.007</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Female, %</td>
<td>0.106a</td>
<td>-0.005a</td>
<td>0.008a</td>
<td>0.001a</td>
<td>0.002a</td>
<td>-0.039a</td>
<td>0.054a</td>
<td>0.027a</td>
<td>0.025</td>
</tr>
<tr>
<td>Rural resident, %</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>80th/20th income ratio</td>
<td>0.345a</td>
<td>-0.048a</td>
<td>0.020a</td>
<td>-0.004a</td>
<td>0.002a</td>
<td>-0.388a</td>
<td>0.017</td>
<td>-0.043a</td>
<td>-0.013</td>
</tr>
</tbody>
</table>

* Significant at $P < .05$. 
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Summary

What is already known about this topic?
Residential neighborhood and neighborhood socioeconomic status (SES) are important determinants of cardiovascular disease (CVD) outcomes. It remains understudied what types of neighborhoods promote resilience or increase risk of CVD beyond the effect of neighborhood SES, especially among black Americans, who have a disparately higher prevalence of CVD than white Americans.

What is added by this report?
In the Atlanta, Georgia, metropolitan area, using the census tract-level rates of cardiovascular mortality and morbidity for black residents during 2010–2014, we identified 106 resilient neighborhoods and 121 at-risk neighborhoods where black residents had substantially lower-than-expected and higher-than-expected rates of CVD events, respectively, despite similarities in their neighborhood income levels. Yet, certain socioeconomic indicators of inequalities remained important determinants of neighborhood-level CVD risk.

What are the implications for public health practice?
Better characterization of resilient and at-risk neighborhood for black Americans helps identify neighborhood-level factors that promote resilience to CVD and helps guide community-level interventions to improve CVD outcomes for black residents in high-risk areas.

Abstract

Introduction
Despite the growing interest in place as a determinant of health, areas that promote rather than reduce cardiovascular disease (CVD) in blacks are understudied. We performed an ecologic analysis to identify areas with high levels of CVD resilience and risk among blacks from a large southern, US metropolitan area.

Methods
We obtained census tract-level rates of cardiovascular deaths, emergency department (ED) visits, and hospitalizations for black adults aged 35 to 64 from 2010 through 2014 for the Atlanta, Georgia, metropolitan area. Census tracts with substantially lower rates of cardiovascular events on the basis of neighborhood socioeconomic status were identified as resilient and those with higher rates were identified as at risk. Logistic regression was used to estimate the odds ratios (OR) and 95% confidence intervals (CIs) of being classified as an at-risk versus resilient tract for differences in census-derived measures.

Results
We identified 106 resilient and 121 at-risk census tracts, which differed in the rates per 5,000 person years of cardiovascular outcomes (mortality, 8.13 vs 13.81; ED visits, 32.25 vs 146.3; hospitalizations, 26.69 vs 130.0), despite similarities in their median black income ($46,123 vs $45,306). Tracts with a higher percentage of residents aged 65 or older (odds ratio [OR], 2.29; 95% CI, 1.41–3.85 per 5% increment) and those with incomes less than 200% of the federal poverty level (OR, 1.19; 95% CI, 1.02–1.39...
Methods

Geographic region of the study. This study was completed as part of the Morehouse–Emory Cardiovascular (MECA) Center for Health Equity project. Census tract was used as the unit of analysis. Data were obtained and analyzed for the 992 census tracts in the 36-county Atlanta–Athens–Clarke–Sandy Springs combined statistical area that makes up the Atlanta metropolitan area (Figure 1).

Mortality data. Cardiovascular mortality data for the 5-year period from 2010 through 2014 were obtained from the Georgia Department of Public Health. We received the counts of all deaths attributable to cardiovascular causes (identified as ICD 10 codes 100–178, from the International Classification of Diseases, Tenth Revision [13] or ICD 9 codes 390–434 and 436–448 from the International Classification of Diseases, Ninth Revision [14]) for blacks aged 35 to 64, the age group that captured most of the population with CVD risk while excluding those aged 65 or older to minimize the confounding by noncardiac comorbidities. Counts for census tracts with fewer than 5 deaths were censored for confidentiality reasons, which resulted in a total of 347 census tracts with uncensored data. Additionally, to minimize the number of census tracts censored because of few events and to ensure stable...
events rates over the 5-year period, only the tracts with at least 200 black adults aged 35 to 64 were included (N = 346). Counts of deaths were then divided by the black population aged 35 to 64 living in the respective census tracts (2010 US Census data) (15) to generate the mortality rate for each census tract. The rates were reported as the number of events per 5,000 person-year (per 1,000 people over the 5-year period).

**Morbidity data.** Cardiovascular morbidity data from 2010 through 2014 were obtained from the Georgia Hospital Association. We obtained aggregated counts of emergency department (ED) visits and hospitalizations for cardiovascular reasons, identified with ICD 10 codes 100–178 (13) or ICD 9 codes 390–434 and 436–448 (14) for blacks aged 35 to 64 from 2010 through 2014. Census tracts with fewer than 6 events were censored for confidentiality reasons, resulting in 802 tracts with uncensored data for ED visit and 763 tracts for hospitalization data. As with mortality, only tracts with at least 200 black adults aged 35 to 64 were included (N = 693 for ED visits; N = 675 for hospitalizations). Counts of ED visits and hospitalizations were divided by the population of blacks aged 35 to 64 living in the respective census tract (2010 US Census data) (15) to calculate the rates of hospitalization and ED visits for each census tract. The rates were reported as the number of events per 5,000 person-year.

**Census-derived measures.** We obtained census tract data from the 2010 US Decennial Census (15) to characterize the demographic and socioeconomic composition of the identified at-risk and resilient census tracts. The variables selected included factors that have been previously linked with CVD, such as SES and housing-related indicators (5,10,16), and measures of demographic composition. Demographic data obtained were percentage female, black median age, percentage aged 65 or older, percentage aged 17 or younger, percentage minority population, percentage black population, percentage speaking English less than well, percentage of single-parent households, and percentage civilians with a disability. For the measures of SES, we obtained median black household income, percentage education certifications (high school, college), percentage unemployed, percentage with incomes below the federal poverty level, percentage with incomes below 200% of the federal poverty level (ie, percentage of the population with income below twice the federal poverty level, as an index of the proportion in or near poverty), and Gini index (17) (a measure of income inequality from perfect equality [0], where everyone receives the same income, to perfect inequality [1], where a single person receives the total income of the community). For housing-related measures, median home value, percentage living in multi-unit structures, percentage living in mobile homes, percentage living in crowded units (defined as housing units occupied by more than 1 person per room), and percentage living in group quarters. Finally, the percentage of households without a vehicle was assessed as a measure of transportation accessibility.

**Identification of resilient and at-risk census tracts.** We identified census tracts that were resilient and at risk based on the aforementioned measures of cardiovascular outcomes: deaths, ED visits, and hospitalizations. First, we identified low-rate and high-rate census tracts solely on the basis of the distribution of the outcome measures. A census tract was considered low-rate on one of the 3 measures if its rate was in the bottom quartile of the measure and high-rate if its rate was in the highest quartile of the measure. Then, if a census tract was considered low-rate on at least 2 of the 3 measures and not high-rate for any measure, the tract was classified as a low-rate census tract. Similarly, being labeled as a high-rate tract on at least 2 of the 3 measures and not low-rate on any measure classified the tract as high-rate.

Because it is well documented that neighborhood SES is a strong determinant of cardiovascular outcomes (5,10,11), we identified areas that were not predominantly confounded by differences in neighborhood SES. We used the residual percentile method, which is similar to a method used to by Fry-Johnson et al (18) to identify counties with low infant mortality rates independent of county-level SES. By using this method (Figure 2), we identified census tracts that had substantially lower or higher rates of CVD outcomes than the rates that would be expected on the basis of their neighborhood SES. Census tracts with lower than expected CVD outcome rates were defined as resilient, and those with higher than expected CVD rates were defined as at-risk. To do so, a negative binomial model was built for each of the 3 measures. Each model was adjusted for census tract-level socioeconomic variables for blacks, including education distribution (in 5-year age groups), percentage male, and median black household income. Census tracts without any missing covariate were included in the model (N = 346 for mortality; N = 689 for ED visits; N = 671 for hospitalizations). Census tracts with model residuals in the highest 25% (substantially higher rates than predicted) were considered at risk for the measure. Similarly, tracts with model residuals in the lowest 25% (substantially lower rates than predicted) were considered resilient for the measure. Census tracts at risk or resilient on at least 2 of 3 measures were finally labeled as at-risk or resilient census tracts, respectively, and included in our analysis. Any census tract designated at risk for one measure but resilient for any other measures, or vice versa, was excluded.
Figure 2. The steps in the identification of at-risk and resilient census tracts by the residual percentile method. Census tract-level CV outcome data for blacks aged 35 to 64 from 992 census tracts in 36 counties in the Atlanta–Athens–Clarke–Sandy Springs combined statistical area were used to identify 121 at-risk and 106 resilient census tracts. Abbreviations: CV, cardiovascular; ED, emergency department.

Statistical analysis. We used t tests to compare demographic and socioeconomic measures of at-risk and resilient census tracts, which we identified by the residual percentile method. The measures that were significantly different were subsequently analyzed by using logistic regression models. The OR and 95% CI for being labeled at-risk census tracts compared with resilient tracts were estimated in bivariate and multivariable models, for 5% increment in the included census tract measures. We verified absence of any major collinearity among the explanatory variables by computing the condition index (19) in the fully adjusted model (27.49). $P < .05$ was considered significant. Statistical analyses were performed by using SAS version 9.3 (SAS Institute Inc).

Results

In our initial analyses, unadjusted for neighborhood SES, we identified 130 low-rate and 137 high-rate census tracts. Tracts selected using this approach differed in their CVD outcome measures as expected (mortality: 6.27 for low-rate tracts vs 15.75 for high-rate tracts; ED visits: 27.67 for low-rate tracts vs 159.70 for high-rate tracts; hospitalizations: 21.60 for low-rate tracts vs 165.10 for high-rate tracts; per 5,000 person-year), but they also had substantial difference in the median black household income levels ($60,980 for low-rate tracts vs $29,015 for high-rate tracts). By using the residual percentile method, we identified 106 resilient and 121 at-risk census tracts. The resilient census tracts had lower rates of cardiovascular mortality, hospitalization, and ED visits than the at-risk census tracts, but the median black household income levels of the resilient and the at-risk census tracts did not differ from each other substantially (Table 1). Furthermore, resilient and at-risk census tracts were located throughout the metropolitan Atlanta area without clustering of either resilient or at-risk tracts, and resilient and at-risk census tracts were also often adjacent to one another (Figure 1).

The median age of black residents was similar in resilient and at-risk census tracts, but the proportion of residents aged 65 or older was significantly lower in resilient census tracts than in at-risk census tracts ($P < .001$) (Table 2). The proportion of women and black residents were also similar in both neighborhood types. However, fewer civilians with a disability resided in resilient census tracts than in at-risk tracts ($P < .001$).

For socioeconomic measures, resilient census tracts had a higher percentage of college graduates and those with some college education than at-risk census tracts ($P = .01$ and .007, respectively). Similarly, there were more people with high school diploma or less in at-risk census tracts than in resilient tracts ($P < .001$). Though the median black household income was similar and the percentage of people with incomes below the federal poverty level were similar in the 2 groups, resilient census tracts had fewer residents with incomes below 200% of the federal poverty level than at-risk census tracts and had significantly lower Gini index than at-risk census tracts (0.38 vs 0.42, $P < .001$). Other housing measures did not differ significantly between resilient and at-risk tracts, but more households in at-risk census tracts had no vehicle in resilient tracts ($P = .02$).

Six measures that differed significantly ($P < .05$) between resilient and at-risk census tracts were included in regression analyses: percentage aged 65 or older, percentage of civilians with a disability, percentage with no high school diploma, percentage with incomes below 200% of the federal poverty level, Gini index, and percent-
age with no vehicle in household (Table 3). After simultaneous adjustment in the model, census tracts with a 5% increment in the proportion aged 65 or older were 2.29 times (95% CI, 1.41–3.85) more likely to be categorized as at-risk tracts. Similarly, tracts with 5% increment in the percentage below 200% poverty were 1.19 times (95% CI, 1.02–1.39) more likely to be designated as at-risk tracts. Finally, tracts with a 0.05 higher Gini index were 1.56 times (95% CI, 1.19–2.07) more likely to be classified as at-risk tracts.

Discussion

We identified several demographic and socioeconomic indicators of income and education inequality at the ecologic level that distinguished at-risk neighborhoods from resilient neighborhoods; having a higher proportion of residents aged 65 or older and residents with income below 200% of the federal poverty level and greater income inequality were independent factors that separated at-risk neighborhoods from resilient neighborhoods. To our knowledge, this study is the first to use census tract-level data to identify areas resilient to and at risk for CVD for black residents in a large US metropolitan area.

Our approach to identify resilient and at-risk neighborhoods was unique in that we quantified the deviation of cardiovascular mortality and morbidity for neighborhoods from what would be predicted on the basis of their neighborhood SES. Over the past 2 decades, studies have demonstrated that living in socioeconomic disadvantages is associated with a greater burden of cardiovascular risk and disease (7,12). This association has been demonstrated not only with cardiovascular risk factors (11,20,21), but also with incidence of CVD (5,22) and cardiovascular mortality (10,23). However, despite the growing interest in neighborhoods as a determinant of health, less is known about outlier communities that have an unusually lower or higher burden of cardiovascular mortality and morbidity than what would be expected given their socioeconomic composition. Understanding of those outlier communities will elucidate neighborhoods’ health-promoting factors better than using SES.

Reports of such outlier communities date back as early as the 1960s (24), but contemporary data from the United States is still largely lacking. The bulk of available evidence on resilient neighborhood comes from research in Europe (25–28) and New Zealand (29), in which neighborhoods with higher or lower rates of all-cause mortality and morbidity than predicted from neighborhood SES were identified, similar to the approach we used in this analysis. However, our analysis differed from these reports in 2 major aspects. First, we examined cardiovascular-specific mortality and morbidity whereas the other studies examined all-cause mortality or morbidity. As previously reported (27), the resilience of neighborhoods may differ depending on the etiologies of mortality, and examination of cause-specific mortality and morbidity as in our analysis helps identify potential mechanistic pathways between neighborhood characteristics and CVD more directly. Second, previous studies extracted mortality and morbidity data from the entire population of the examined communities, potentially masking the racial/ethnic differences in the association between neighborhoods and individuals. On the other hand, we focused on a specific racial group, blacks, to explore the intraracial differences between types of neighborhood on CVD and eventually to help design effective interventions to improve neighborhoods for better cardiovascular outcomes of among black residents.

We also identified several independent features that distinguished resilient and at-risk neighborhoods for CVD in black residents. Not only do these factors illustrate the primary ecologic-level determinants of neighborhood resilience or risk for CVD for black residents, but they also could provide insights into policy design or community-level interventions to improve cardiovascular outcomes among blacks. First, despite similarities in the median age and the proportion of population aged 17 or younger, at-risk census tracts had a higher proportion of residents aged 65 or older than resilient census tracts. A similar finding was also previously reported in relation to all-cause mortality (26). Interestingly, the cardiovascular outcome data used in our analysis did not include people aged 65 or older. Thus, although an older age is a known risk factor for cardiovascular mortality and morbidity (30), the proportion of those aged 65 or older likely represents a proxy for contextual factors of the at-risk neighborhood environment. For example, a higher proportion of elderly residents may correlate with a stagnant or declining overall population with fewer middle-aged working residents, whereas a greater influx of residents, likely with more economic opportunities, may be associated with resilient neighborhoods (29,31). Further characterization of the population composition with trajectory may help further elucidate the significance of the percentage of the elderly in the CVD resilience and risk of the overall neighborhood.

Secondly, both a higher proportion of those with incomes under 200% of the federal poverty level and greater income inequality were also independently associated with at-risk neighborhoods compared with resilient neighborhoods. Although the median black income and percentage of those under the poverty level were similar in resilient and at-risk neighborhoods, our results suggest that even moderate deprivation of income (ie, those in the near-poverty and the resultant income equality despite similarities in the median income) could adversely affect CVD outcomes among black residents. In addition to the level of neighborhood income it-
income inequality has been previously associated with CVD burden (32,33). Thus, our findings reconfirm that socioeconomic deprivation, even at a moderate degree, may affect cardiovascular resilience and risk at the ecologic level. Whether income deprivation and inequality represent proxies for other contextual factors of neighborhoods remains to be investigated. Although limited in our analysis, further characterization of people with incomes at the poverty or near-poverty level would be important, because they may be the vulnerable population that would most benefit from the appropriate aid to improve their cardiovascular outcomes or prevention measures.

Our study has limitations. Because of its cross-sectional design, any inference of causation from the observed findings is limited. Longitudinal analyses of the neighborhood resilience and the neighborhood-level cardiovascular outcomes would be needed. Furthermore, the definition of neighborhood in a fixed unit of census tracts may have masked variability of smaller communities and residential contexts. Similar analysis in smaller units, such as census block, may be informative to validate or augment our analysis. Third, because the data examined were limited at the ecologic level, the subjective, contextual factors of living in a given neighborhood are not accounted for in our analysis. However, our work was undertaken as the first cornerstone of the larger MECA project, which aims for a multilevel exploration of cardiovascular resilience of US black adults and lays a foundation for continued investigation. In the subsequent stages of the MECA project, we plan to examine the characteristics of the identified at-risk and resilient neighborhoods at the individual level, which would enable us to better understand the contextual versus compositional factors contributing risk or resilience to the residents of the selected tracts.

In conclusion, by using neighborhood-level data on cardiovascular mortality and morbidity for black residents, we identified resilient and at-risk neighborhoods for CVD among black adults in a large southern US city. These resilient and at-risk neighborhoods substantially differed in the rates of cardiovascular mortality and morbidity despite their similar income levels, suggesting that they represent a distinct residential context, or place, that promotes or jeopardizes the cardiovascular health of its black residents.
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### Tables

Table 1. Mean Rates of Cardiovascular Outcomes and Median Household Income for Black Residents in Resilient and At-Risk Census Tracts*, Atlanta, Georgia, 2010–2014

<table>
<thead>
<tr>
<th>Variable</th>
<th>Resilient Tract (n = 106)</th>
<th>At Risk Tract (n = 121)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality rate</td>
<td>8.1</td>
<td>13.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emergency department visits</td>
<td>32.3</td>
<td>146.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hospitalization rate</td>
<td>26.7</td>
<td>130.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median household income, $</td>
<td>46,123</td>
<td>45,306</td>
<td>.79</td>
</tr>
</tbody>
</table>

* Selected by the residual percentile method.

b Number of events per 5,000 person-year.
### Table 2. Comparison of Demographic, Socioeconomic, Housing and Transportation Characteristics of Resilient and At-Risk Census Tracts, Atlanta, Georgia

<table>
<thead>
<tr>
<th>Variable</th>
<th>Resilient Tract (n = 106)</th>
<th>At-Risk Tract (n = 121)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female</td>
<td>54.8</td>
<td>55.6</td>
<td>.29</td>
</tr>
<tr>
<td>Median black age, y</td>
<td>32.3</td>
<td>32.1</td>
<td>.77</td>
</tr>
<tr>
<td>% Aged ≥65 y</td>
<td>7.8</td>
<td>10.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>% Aged ≤17 y</td>
<td>26.4</td>
<td>25.3</td>
<td>.19</td>
</tr>
<tr>
<td>% Racial/ethnic minority population</td>
<td>67.7</td>
<td>62.5</td>
<td>.14</td>
</tr>
<tr>
<td>% Black population</td>
<td>48.8</td>
<td>45.3</td>
<td>.38</td>
</tr>
<tr>
<td>% Speaking English less than well</td>
<td>4.8</td>
<td>4.0</td>
<td>.34</td>
</tr>
<tr>
<td>% Single-parent households</td>
<td>13.9</td>
<td>14.0</td>
<td>.88</td>
</tr>
<tr>
<td>% Civilians with a disability</td>
<td>9.7</td>
<td>12.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Socioeconomic status of residents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median black income, $</td>
<td>46,123</td>
<td>45,306</td>
<td>.79</td>
</tr>
<tr>
<td>% With no high school diploma</td>
<td>13.3</td>
<td>16.3</td>
<td>.02</td>
</tr>
<tr>
<td>% With high school diploma or less</td>
<td>34.8</td>
<td>43.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>% With some college</td>
<td>35.8</td>
<td>32.4</td>
<td>.007</td>
</tr>
<tr>
<td>% College graduate</td>
<td>29.4</td>
<td>24.4</td>
<td>.01</td>
</tr>
<tr>
<td>% Unemployed</td>
<td>13.2</td>
<td>13.4</td>
<td>.85</td>
</tr>
<tr>
<td>% With income below federal poverty level</td>
<td>20.2</td>
<td>22.8</td>
<td>.14</td>
</tr>
<tr>
<td>% With income below 200% of federal poverty level</td>
<td>33.7</td>
<td>40.7</td>
<td>.003</td>
</tr>
<tr>
<td>Gini indexb</td>
<td>0.38</td>
<td>0.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Housing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median home value, $</td>
<td>181,761.00</td>
<td>176,008.00</td>
<td>.62</td>
</tr>
<tr>
<td>% Multi-unit structure</td>
<td>18.3</td>
<td>13.8</td>
<td>.10</td>
</tr>
<tr>
<td>% Mobile home</td>
<td>2.5</td>
<td>2.5</td>
<td>.97</td>
</tr>
<tr>
<td>% Crowded unit</td>
<td>3.2</td>
<td>3.1</td>
<td>.96</td>
</tr>
<tr>
<td>% Living in group quarter</td>
<td>0.9</td>
<td>1.7</td>
<td>.27</td>
</tr>
<tr>
<td>Transportation: % with no vehicle in household</td>
<td>7.6</td>
<td>10.8</td>
<td>.02</td>
</tr>
</tbody>
</table>

---

*a* Values are mean values of percentage values unless noted otherwise.

*b* A measure of income inequality from perfect equality (0), where everyone receives the same income, to perfect inequality (1), where a single person receives the total income of the community.
Table 3. Predictors of Census Tracts Being At Risk Versus Resilient (N = 227), Atlanta Metropolitan Areaa

<table>
<thead>
<tr>
<th>Variable</th>
<th>Crude</th>
<th>Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Aged ≥65 y</td>
<td>2.11 (1.51–3.03)b</td>
<td>2.29 (1.41–3.85)b</td>
</tr>
<tr>
<td>% With disability</td>
<td>1.77 (1.31–2.43)b</td>
<td>1.12 (0.70–1.81)</td>
</tr>
<tr>
<td>% With no high school diploma</td>
<td>1.19 (1.03–1.38)b</td>
<td>0.98 (0.79–1.22)</td>
</tr>
<tr>
<td>% With annual income below 200% of federal poverty level</td>
<td>1.12 (1.04–1.22)b</td>
<td>1.19 (1.02–1.39)b</td>
</tr>
<tr>
<td>Gini indexc, per 0.05 increment</td>
<td>1.59 (1.28–2.02)b</td>
<td>1.56 (1.19–2.07)b</td>
</tr>
<tr>
<td>% With no vehicle in household</td>
<td>1.17 (1.02–1.35)b</td>
<td>0.82 (0.66–1.02)</td>
</tr>
</tbody>
</table>

a Crude and adjusted odds ratios of being classified as an at-risk census tract versus a resilient census tract are shown for 5% increments in each of the examined factors except for Gini index (per 0.05 unit increment).

b Significant (P < .05) results.

c A measure of income inequality from perfect equality [0], where everyone receives the same income, to perfect inequality [1], where a single person receives the total income of the community.
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Estimated presence or absence of sidewalks and conditions of sidewalks in northeastern New Jersey. The map depicts an index of sidewalk walkability estimated from virtual street audits at 11,282 locations using Google Street View and spatial interpolation techniques. Levels of walkability ranged from low (no sidewalk or poor condition) to moderate (fair condition) to high (good condition). Precise measures of sidewalk conditions can help identify barriers to walking-based physical activity and key areas for intervention to maintain and modify sidewalk conditions.
Background

Morbidity and mortality from chronic conditions such as obesity, diabetes, heart disease, and depression among the US population are a critical public health issue (1,2). Substantial evidence indicates that aerobic physical activity, including walking, can reduce the risk of numerous physical and mental health conditions (3,4). Walking is an excellent way to achieve the recommended amount of aerobic physical activity (≥150 minutes per week) (5). According to the Behavioral Risk Factor Surveillance System, 48.7% of US adults in 2015 did not attain the recommended amount of weekly aerobic physical activity (6).

Various built environment characteristics, including sidewalk characteristics (eg, connectivity, continuity, width, barriers, condition), could influence walkability and physical activity (7). Although street audits that observe built environment characteristics in communities are common, few studies have assessed differences in observed characteristics at the sidewalk level or address level across large, generalizable geographic areas (8). The objective of this study was to describe, in map format, sidewalk characteristics at the address level in densely populated urban and suburban areas of northeastern New Jersey, where 51.7% of adults do not participate in at least 150 minutes of weekly aerobic physical activity (6).

Methods

We characterized sidewalks during virtual street audits via the Google Street View application, Computer Assisted Neighborhood Visual Assessment System (CANVAS) (9). Virtual street audits have been validated and demonstrated to be more cost-effective than in-person audits because of lower travel time and costs (9). We used CANVAS to assess several sidewalk characteristics, including 2 items within the 360° view at each audited location: sidewalk presence (yes or no) and sidewalk condition (poor [numerous breaks, uneven sidewalk], fair [some unevenness], or good [even, no breaks]).

We selected audited locations from non-highway roads in 6 counties in New Jersey. We selected locations approximately 150 m apart in densely populated Essex County (which encompasses Newark) and locations elsewhere approximately 600 m apart. The higher-density sampling allowed for investigation of the spatial autocorrelation structure of sidewalk characteristics and motivated the less dense sampling scheme of the 5 counties other than Essex. CANVAS auditors completed a 4-hour training session to collect data consistently for the presence or absence of sidewalks and the condition of sidewalks. Auditors were trained to report the worst sidewalk condition if sidewalks of different conditions were present at the same location. Of the 8,100 audited sidewalks observed in Essex County, 405 (5%) were rerated by each of all the auditors to provide estimates of test–retest and inter-rater agreement reliability (9). Auditors performed ratings on computers that had 2 monitors: one monitor displayed data input forms and the second monitor displayed the Google Street View scene. We downloaded and analyzed data on completed ratings; 11,282 locations were available for analysis.

Data on sidewalk presence and condition were combined into a sidewalk walkability variable with the following possible ordinal values: 0 (no sidewalk), 1 (poor sidewalk condition), 2 (fair sidewalk condition), and 3 (good sidewalk condition). Test–retest and inter-rater reliability were high in the reliability subsample (all intraclass correlation coefficients ≥0.89). Spatial analyses indicated that measured sidewalk walkability values correlated with other values at locations separated up to 4,200 m (2.6 miles). We used ordinary kriging to estimate sidewalk walkability values across the study area (9). Kriging models are spatial interpolation methods that predict sidewalk walkability at nonaudited locations based, in part, on the observed similarity between walkability values assessed at audited locations. Ordinary kriging results in continuous predictions, and we plotted these continuous predictions on a map as a range of walkability, from low (no sidewalk or poor condition) to moderate (fair condition) to high (good sidewalk condition). We analyzed concurrent validity of the sidewalk walkability construct through a census tract–level Spearman correlation coefficient ($p = 0.22, P < .001$) of the relationship between average sidewalk walkability in each tract and proportion of commuters in that tract who reported walking to work in the 2012–2016 American Community Survey (10). We used SAS version 9.4 (SAS Institute Inc) and ArcGIS version 10.5 (Esri) in all analyses.

Main Findings

We found several geographic patterns in sidewalk walkability in northern New Jersey. The presence of any sidewalk and the presence of sidewalks in fair or good condition were more common in urban cores (Newark, East Orange, Passaic, and Hoboken) than outside these cores and occurred less frequently as distance from these cores increased (for example, in northern West Milford Township, northern Mahwah Township, and southern Manalapan Township). However, we found heterogeneity in sidewalk walkability at a smaller geographic scale, which was subtle in the urban cores but more apparent in the western suburbs of Newark and East Orange (for example, in Roseland Borough). Generally, sidewalks were absent or in poor condition along major roads in otherwise walkable urban cores.
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Action

We used virtual street audits and spatial interpolation techniques to construct a detailed high-resolution map of sidewalk conditions in northeastern New Jersey. Such high-resolution maps can be informative and powerful tools, offering finer-grain detail on sidewalk conditions than would be available in tabular format or a choropleth map. We demonstrated that the use of innovative, spatially based sampling and estimation methods, publicly available Google Street View scenery, and the CANVAS application can allow for large-scale, routine, and standardized collection of variables related to sidewalk characteristics. Such information can be useful both for research and practice. For researchers, precise measures of sidewalk conditions can help identify barriers to walking-based physical activity. For practitioners, this map may help identify key areas for intervention to maintain and modify sidewalk conditions (11). Improvements made to walkability may be one of the most cost-effective strategies for increasing physical activity and reducing disparities in chronic disease, particularly among populations that do not achieve recommended amounts of physical activity (4). A map indicating regions for improvement in walkability may facilitate identification of regions in need of sidewalk improvements to support walking-based physical activity. For future research should extend this measure across all of New Jersey and further explore potential correlates of sidewalk conditions, such as race/ethnicity and socioeconomic status.
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The Peel Walkability Composite Index is used as an evaluation tool and consists of 3 equally weighted components: access to retail and service outlets, access to schools and green spaces, and residential density and diversity. Understanding the capacity of the built environment to facilitate walking for utilitarian purposes allows public health departments to advocate for strategic land use and infrastructure developments that promote an increase in population levels of physical activity.
Background

During the past decade, autocentric suburban regions in Canada experienced tremendous growth. Autocentric built environments discourage active transportation and are linked to chronic disease risk factors (eg, low physical activity levels) (2). Peel Region is a large suburban municipality in Canada with a population of 1.38 million people and an average annual growth rate of 1.3%. To promote healthier communities, the Region of Peel—Public Health partnered with land-use planners on a public health intervention that incorporated policies in Peel’s Regional Official Plan (www.peelregion.ca/planning/officialplan), which requires a health assessment on development applications. Evaluation of this intervention relies on the Peel Walkability Composite Index (PWCI).

The PWCI is part of a larger initiative to produce indicators that measure and monitor built environment infrastructure throughout Peel. The PWCI includes indicators that measure built environment features influenced by the policy intervention. Collectively, the indicators operationalize the larger construct of neighborhood walkability and are thus composed into a single evaluation metric (ie, the PWCI).

Well-established walkability indices, including the Physical Activity in Localities and Community Environments (3) and the Neighborhood Quality of Life Study (4), empirically demonstrate the relationship between environmental attributes (ie, residential and retail density, street connectivity, and land-use mix) and physical activity outcomes. A lack of diversity in the attributes used to construct these indices is an acknowledged limitation (3,5). The PWCI was constructed by using a diverse range of objective indicators and was designed to ensure measurement repeatability.

Data Sources and Map Logistics

The PWCI must be repeatable to capture differences in the index score over time. We created the PWCI in 2 stages: 1) we determined the measures to include in the index by using principal component analysis (PCA), and 2) we determined an appropriate weighting scheme to ensure measurement repeatability.

Using PCA on measures of density, diversity, and connectivity is a common approach to creating a walkability index. For the PWCI, we used PCA only to screen and select variables to construct the index. We completed PCA by using the following 14 indicators in SPSS software version 21.0.0.2 (IBM Corporation):

- residential density (Census 2016 [6])
- population density (Census 2016 [6])
- proximity of residents to frequent transit (Census 2016 [6] and General Transit Feed Specification 2016 [8,9])
- proximity of residents to green spaces (Census 2016 [6], Active Recreation, Parks, Trails, Peel Data Centre 2016 [7], Parks [8,9] and Conservation Areas [10,11])
- proximity of residents to food stores (Census 2016 [6] and Food Check Peel 2016 [7])
- proximity of residents to schools (Census 2016 [6] and Schools, Peel Data Centre 2016 [7])
- proximity of residents to community and retail services (Census 2016 [6], Municipal Employment Surveys 2015–2016 [7–9], Food Check Peel 2016 [7] and Child Care, Land Marks, Peel Data Centre 2016 [7])
- diversity of land use (Parcel Based Land Use 2016 [7])
- diversity of housing stock (Census 2016 [6])
- intersection density (Single-Line Street Network, Peel Data Centre, 2016 [7])
- percentage of sidewalks with tree canopy (Peel Land Cover, Peel Data Centre 2016 [7] and Sidewalks 2016 [7–9])
- proximity of residents to bicycle networks (Census 2016 [6] and Trails, Peel Data Centre 2016 [7])
- percentage of local roads with speeds below 40 km/hour (Single-Line Street Network, Peel Data Centre 2016 [7])

Indicators had high face validity and were constructed at the level of the Canadian Census dissemination area. We calculated proximity indicators by using 400-m, 800-m, or 1,600-m network distances from points of interest to residential parcels to account for population weighting within dissemination areas. We standardized indicator values by $z$ scores before inclusion in the PCA.

Because of multicollinearity (bivariate correlation scores >0.8), inadequate measures of sampling adequacy (values <0.5 from anti-image correlation matrix), and high levels of nonredundant residuals (>0.05), we removed 6 of the 14 indicators from the PCA: population density, population-plus-employment density, intersection density, percentage of sidewalk with tree canopy, proximity of residents to bicycle networks, and percentage of local roads with speeds below 40 km/hour. We extracted 3 components with eigenvalues greater than 0.95; these components accounted for 62.4% of the total variance. The retained 8 indicators loaded on 3 components: access to retail and service outlets (proximity of residents to grocery stores, +0.85; proximity of residents to community and retail services, +0.85; diversity of land use, +0.57); access to schools and green spaces (proximity of residents to green spaces, +0.80; proximity of residents to schools, +0.74); and residential density and diversity (residential density, +0.86; diversity of housing stock, +0.73, proximity of residents to frequent transit, +0.43).
We constructed the PWCI by averaging the sum of the normalized scores for the standardized indicators that loaded on the extracted principal components for each dissemination area. We normalized the retained 8 indicators (on a scale of 0 to 100) and averaged them by using equal weighting to create the composite index. This process resulted in dissemination area PWCI scores ranging from 1 to 96. These scores provide a 2016 benchmark walkability score. Using equal weighting ensures that component loading values will not influence the capacity of the PWCI to monitor changes in scores over time. We divided the composite index into 5 classes in equal intervals of walkability, from very low (score of 1–20) to very high (score of 78–96). We mapped these classes to illustrate the spatial distribution of walkability in Peel.

Highlights

Many residents of Peel (41.9%) live in areas classified as highly or very highly walkable. These areas are in the downtown cores of cities that have zoning bylaws that encourage higher density and greater mix of land use. Approximately one-third of residents (35.3%) live in a moderately walkable area. These areas are in the inner suburbs, close to city cores, and benefit from proximity to schools and green space. Almost a quarter of residents (22.8%) live in areas with very low or low walkability, along suburban edges. A cluster of areas with very low walkability in the southwest is due to pedestrian barriers, including a highway and the Credit River. Planning policies in these areas encourage very low-density development, contributing to minimal walkable destinations.

Action

The indicator data for the PWCI will be rerun every 5 years, in sequence with the Canadian Census, to monitor changes in the spatial distribution of walkability in Peel. The PWCI is an evidence-informed tool that local elected officials, planners, and public health departments can use to evaluate health-promoting built environment policies and inform future land-use policies. Understanding the spatial distribution of walkable built environments promotes strategic investments in infrastructure that are aimed at increasing levels of physical activity among adults (1).
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Assessment of Town and Park Characteristics Related to Physical Activity in the Lower Mississippi Delta
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Introduction
Our objective was to determine aspects of the built environment that may have contributed to the low levels of physical activity reported in both the gestational and postnatal periods by women participating in a diet and physical activity intervention in the rural Lower Mississippi Delta.

Methods
The built environments of 12 towns were measured by using the Rural Active Living Assessment tools and the Community Park Audit Tool. Correlations between town assessment scores and town size variables were computed by using Kendall τ coefficient.

Results
Rural Active Living Assessment scores were low with mean values between 0% (town policy) and 68% (parks and playgrounds) of the highest possible scores. The mean (standard deviation) number of parks per town was 2.6 (3.2), and 55% of the 31 parks were in the 2 largest towns. Most parks (87%) had a single amenity while 1 park had more than 4 amenities. Distance from a participant’s home to the nearest park ranged from less than 0.1 to 8.8 miles (mean [standard deviation], 1.2 [1.8]).

Conclusion
These 12 Lower Mississippi Delta towns scored low on assessments of physical environment features and amenities, town characteristics, and programs and policies associated with physical activity in rural communities. To increase the physical activity levels of rural residents, it may be necessary to first improve the built environment in which they live.

Abstract

Introduction

Lifestyle choices throughout pregnancy can play crucial roles in both the mother’s and her unborn child’s health. Exercise during pregnancy can ease discomforts such as back pain, boost mood and energy levels, improve sleep, prevent excess weight gain, and increase stamina and muscle strength (1–3). Continuing to exercise after giving birth is essential for strengthening and toning abdominal muscles, boosting energy, promoting better sleep, relieving stress, and losing pregnancy weight gain (4,5). Yet less than one-fourth of pregnant women in the United States meet recommendations for physical activity (PA) (6), and women’s participation in exercise programs diminishes after giving birth (1).

From 2013 through 2016, a diet and PA intervention was conducted with pregnant women and their infants residing in the rural Lower Mississippi Delta region of the United States. The Delta
Healthy Sprouts (DHS) Project compared the effect of 2 maternal, infant, and early childhood home visiting curricula on health behaviors of women and their infants (7). Analysis of the project’s PA data indicated that baseline PA was low among DHS participants, and positive PA changes were not observed in the gestational or postnatal periods for this cohort of women (8,9). We conducted an observational ancillary investigation, the Delta Neighborhood Physical Activity Study, to determine aspects of these women’s built environment that may have contributed to their low levels of PA.

Methods

Study setting

The Delta Neighborhood PA Study included the 12 towns in which DHS participants resided. Parks within these towns were identified 1) by contacting local governing bodies, including city or town hall, mayor’s office, town or county office, parks and recreation department, and park commission office; 2) by conducting internet searches; and 3) by study staff members’ knowledge of the towns. The study was approved and classified as exempt by the Institutional Review Board of Delta State University (IRB protocol number 16–028). Data collection occurred from August 2016 to September 2017.

Measures

The built environments of the 12 towns were measured by using the Rural Active Living Assessment (RALA) tools: the Program and Policy Assessment (PPA) tool, the Town-Wide Assessment (TWA) tool, and the Street Segment Assessment tool. These 3 observational tools are designed to assess via surveys physical environment features and amenities, town characteristics, and community programs and policies that can affect PA among residents in rural communities (10). Information necessary to complete these surveys was obtained via contact with local governing bodies and school officials, internet searches, staff members’ knowledge of the towns, and direct observation. The PPA tool consisted of 20 questions that provided an inventory of each town’s programs and policies related to PA. Items included policies for bikeways or walkways, presence of a public recreation department or a private organization offering PA programs, local public transportation, school walking programs, sponsored PA for schoolchildren, a late bus option for children participating in after school activities, and the percentage of children living within 1 mile of their school. The TWA tool consisted of questions about 18 town characteristics and an inventory of 14 recreational amenities that measured each town’s physical characteristics on a broad level. Town characteristics included county and town size measures, topography, presence of a town center, street patterns, and location of schools (elementary, middle, high, and magnet). Magnet schools were added to capture the presence of this type of school in some of the towns. The recreational amenity inventory looked for hiking or walking trails, biking paths, public parks, swimming beaches, public use swimming pools, rivers with water-sport access, lakes with watersport access, skate parks, ice skating rinks, roller skating rinks, recreational centers, private fitness facilities, playgrounds, and playing fields or courts. We added “lakes with watersport access” to capture the presence of this amenity in one of the towns. The Street Segment Assessment tool consisted of 28 questions that measured each town’s physical characteristics on a detailed (micro) level. Data from the Street Segment Assessment tool is reported elsewhere (11).

Although 2 of the towns exceeded the recommended population size (<10,000) for use of the RALA tools, the surveys were used to assess all of the towns for measurement consistency and comparison among towns. Component and total scores were computed by using scoring algorithms provided in the RALA code and scoring book (10). The higher the assessment scores, the more conducive the town’s built environment was to engagement in PA by its residents.

Because the TWA did not provide a detailed assessment of public parks, the Community Park Audit Tool (CPAT) was used to collect specific information regarding features of the towns’ public parks (12). A public outdoor space with at least 1 identifiable activity area (eg, green space, playground, field, court, walking trail) was used as the operational definition for a public park. School playgrounds were not included in this assessment. The CPAT survey consists of 4 sections: park information (6 items), access and surrounding neighborhood (11 items), park activity areas (15 items), and park quality and safety (16 items). To avoid redundancy, scoring for the TWA parks component was based on data captured with the CPAT because it contained the same information (and more) as that captured with the TWA tool. We used summary measures to present the data captured with the CPAT because no scoring algorithm is available for this instrument.

For RALA training, senior researchers and research associates (data collectors) watched a recorded web-based seminar that discussed the 3 tools. The webinar is available from the Active Living Research team (10). Senior research members reviewed and discussed the RALA codebook with research associates before data collection and verified sources used for obtaining town information after data collection. Training for use of the CPAT consisted of review and discussion of the user guide by senior research members with research associates and field testing of the...
instrument on 3 parks in a nearby town that was not included in the study catchment. Additionally, we randomly selected 10% of the parks for duplicate measurement by senior research members for quality assurance purposes. Discrepancies between duplicate measurements were discussed and resolved.

We re-created the RALA and CPAT instruments as electronic surveys by using Snap Surveys software (version 11.20, Snap Surveys Ltd). All data were collected via tablets loaded with Snap Surveys software and stored on the Snap WebHost, an online, mobile, and secure survey management system.

**Statistical analyses**

Statistical analyses were performed by using SAS (version 9.4, SAS Institute Inc). We considered results significant at the nominal level of P < .05. Kendall τ coefficient, a nonparametric measure of an association’s strength and direction, was used to compute correlations between town assessment scores and town size variables because most of the distributions were highly skewed. Analyses of the RALA data sets were conducted both with and without the 2 towns that exceeded the recommended population size (<10,000) for use of the RALA tools. We used the longitude and latitude coordinates of each park’s center to mark its location. The street path distance from a participant’s home address to the nearest park was computed by using network analysis in ArcGIS (version 10.4, Esri). Three of the 12 towns did not contain any parks. For 2 of the 4 participants living in these 3 towns, their nearest park was in a measured town. For the other 2 participants, their nearest park was in neighboring towns that were not measured because no participants lived in these towns. Although the 2 parks in the nonmeasured towns were used for computing distance to the nearest park, these 2 parks were not measured because we focused on the towns in which participants lived.

**Results**

**Rural Active Living Assessment**

Most (63%) DHS participants lived within the boundaries of the 2 largest towns in the intervention. At baseline, none of the 82 DHS participants met the recommended 150 minutes per week of moderate intensity PA (13). However, 5 participants were classified as engaging in moderate amounts of PA, while the other 77 were classified as engaging in low amounts (13). Four of the 5 participants who engaged in moderate amounts of PA lived in the largest town while the fifth participant lived in the third largest town. Mean town population size was 5,319, and mean density was 1,280 residents per square mile (Table 1). Town PPA component and total scores were low, with mean values between 0% (town policy) and 50% (school policy) of the highest possible scores on the assessment. Town TWA component and total scores also were low, with mean values between 19% (amenity) and 68% (parks and playgrounds) of the highest possible scores on the assessment. Mean scores were lower when the 2 largest towns were excluded from the analyses, with the exception of the town policy score (zero for all towns).

With all towns included, town population was significantly associated with the PPA total score and its school policy component score (Table 2). Town population also was significantly associated with the TWA total score and its school and parks and playgrounds components scores. Town population density was significantly associated with the PPA total score and its school program and school policy component scores as well as the TWA school component score. All correlations were in the positive direction indicating that as town size increased, assessment scores also increased. Town area (square miles) was not significantly associated with any of assessment scores when all towns were included in the analyses. Associations generally increased in magnitude when the 2 largest towns were excluded from the analyses.

**Community parks audit**

All 31 parks were measured on a weekday in the fall of 2016. Three of the 12 towns did not have any parks, 4 towns had a single park, 2 towns had 3 parks, and the remaining 3 towns had 4, 6, and 11 parks. The mean number (standard deviation [SD]) of parks per town was 2.6 (3.2) and over half of the parks (n = 17) were in the 2 largest towns. Most parks were easy to find (25 [81%]), accessible (29 [94%]), and had at least 6 entry points or an open boundary (18 [58%]) (Table 3). Of the 7 neighborhood concerns observed, the most frequent was no or low street lighting (26%), followed by graffiti (13%) and poorly maintained property (13%). For 14 (45%) of the parks, no neighborhood concerns were observed. A smaller number of concerns were observed for the parks themselves including graffiti (26%), excessive litter (13%), and poor maintenance (7%). In 19 (61%) of the parks, no park concerns were observed. In terms of aesthetics, almost all (94%) of the parks had scattered trees present, although only 8 (26%) parks featured landscaping (eg, flower beds, pruned bushes).

Most parks (87%) had a single activity amenity while 1 park had more than 4 amenities. The most common amenities were open or green spaces (87%) followed by playgrounds (77%) and basketball courts (52%). Amenities were in good condition, ranging from 67% for volleyball courts and swimming pools to 100% for baseball fields, trails, sports fields, tennis courts, and fitness equipment or stations. In terms of features, most parks had lights (87%), trash cans (84%), and benches for sitting (68%). Less than half the parks had restrooms (45%), picnic tables (45%), picnic shelters (42%), grills or fire pits (36%), or drinking fountains (19%). In all
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Street path distance from a participant’s home to the nearest park ranged from less than 0.1 to 8.8 miles (mean [SD], 1.2 [1.8]). For the 5 participants who engaged in moderate amounts of PA at baseline, mean (SD) distance from home to the nearest park was 1.0 (1.3) miles, compared with 1.2 (1.8) miles for the participants who engaged in low amounts of PA at baseline. Additionally, 3 of the 5 participants who engaged in moderate amounts of PA lived close (one-half mile or less) to a park. In comparison, 47% of participants who engaged in low amounts of PA lived within one-half mile of a park.

**Discussion**

We presented physical activity–related characteristics of the towns in which DHS participants lived as well as features and amenities of the parks in these towns. Results indicate that the built environment may have played a role in the low levels of PA observed in this cohort of rural, Southern, primarily African American women. On average, assessment scores for programs, policies, features, and amenities related to PA were low for the towns in which these women lived. Mean PPA and TWA scores for towns in our study (26 and 32) were lower than those reported in studies assessing rural towns in the Deep South (55 and 59), Appalachia region of North Carolina (not assessed and 50), Washington Latino communities (69 and 63), and Hawaii (39 and 67) (14–17). Similar to findings in our study, all but 1 Deep South community scored zero on the PPA town policy (14). However, all towns in the previous 4 studies had recreational amenities (14–17), while 2 towns in our study had no recreational amenities. Furthermore, no town in our study had public transportation systems. Results from a systematic review of correlates of PA suggest that recreational facilities must be present and either close to an person’s residence with safe walking routes or accessible by public transportation to promote participation in PA at such facilities (18).

In our study, towns with higher populations had higher TWA total and parks and playgrounds component scores, indicating that larger towns were more conducive to engagement in PA by their residents. A similar relationship between town size and TWA scores was present in the Washington towns, but not in the Deep South, North Carolina Appalachian, or Hawaiian towns (14–17). In our study, 4 of the 5 participants who engaged in moderate amounts of PA at baseline lived in the most populated town with the highest parks and playgrounds component score (25) and the second highest TWA score (60). The other participant lived in the third most populated town also with the highest parks and playgrounds component score (25) and the third highest TWA score (52). Results should be interpreted cautiously because of the small number of participants who engaged in moderate amounts of PA.

Almost half of DHS participants lived within one-half mile walking distance of a park and approximately three-fourths of the parks contained playgrounds, an amenity associated with park-based PA in women (19). However, only one-fourth of the parks had bordering sidewalks, which suggests that walking routes to parks lacked this safety feature. In a telephone survey conducted with 1,176 South Carolina residents, more African American women reported greater maintenance of sidewalks as a correlate of PA than white women did (20). Likewise, the presence of sidewalks and feeling safe and secure from crime and traffic were closely linked to the decision to be physically active in minority women (21). Hence, walking routes to and around public parks may have been a contributing factor to the low levels of PA observed among DHS participants. Potentially compounding the issue of safe walking routes is aesthetics, which also was identified as an important environmental design aspect in the systematic review of correlates and determinants of PA in adults and children (18). In our study, all but 2 of the 31 parks had scattered trees present, but only 8 featured landscaping. Thus, the lack of aesthetic features in most of the parks may have at least partly discouraged engaging in PA in the parks in this cohort of women.

The built environment likely played a role in the low levels of PA observed in these women; however, the influence of their personal health characteristics bears mentioning. During pregnancy, PA levels are known to decrease (22), probably because of anatomic and physiologic changes that occur. Additionally, two-thirds of the women in our study were overweight or obese before becoming pregnant and scored relatively low for PA self-efficacy at baseline (13). Overweight classification and lower self-efficacy for participating in PA have been negatively related to PA levels (18).

Strengths of this study are the use of multiple validated and objective tools to assess town and park characteristics and exploration of potential associations between study participants’ PA levels with town and park measures and features. The population studied also is a strength because rural, Southern, African American adults are at increased risk for inadequate amounts of PA (23–25). A limitation is the small sample sizes for both study participants and towns, which may have limited the ability to find significant associations in the data. Additionally, the nonrandom selection of towns and parks limits the generalizability of the study’s results.

The Lower Mississippi Delta towns included in this study generally scored low on assessments of physical environment features and amenities, town characteristics, and community programs and activities.
policies that can affect PA among residents in rural communities. Furthermore, although most DHS participants lived close to a park, the parks lacked features known to be associated with PA, such as safe walking routes and aesthetics. To increase PA levels of rural residents, it may be necessary to first improve the built environment in which they live.
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### Table 1. Characteristics of Towns in the Delta Neighborhood Physical Activity Study, 2016–2017

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Range of Possible Scores</th>
<th>All Towns (n = 12)</th>
<th>Largest Towns&lt;sup&gt;a&lt;/sup&gt; Excluded (n = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>Population&lt;sup&gt;c&lt;/sup&gt;</td>
<td>NA</td>
<td>5,319 (9,739)</td>
<td>1,743</td>
</tr>
<tr>
<td>Area (square miles)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4 (7)</td>
<td>1,280 (701)</td>
<td>1,262</td>
</tr>
<tr>
<td>Density (per square mile)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program and Policy Assessment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town program score&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0–30</td>
<td>6 (9)</td>
<td>0</td>
</tr>
<tr>
<td>Town policy score&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0–10</td>
<td>0 (0)</td>
<td>0</td>
</tr>
<tr>
<td>School program score&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0–30</td>
<td>5 (9)</td>
<td>15</td>
</tr>
<tr>
<td>School policy score&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0–30</td>
<td>15 (13)</td>
<td>15</td>
</tr>
<tr>
<td>Total score&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0–100</td>
<td>26 (25)</td>
<td>29</td>
</tr>
<tr>
<td>Town-Wide Assessment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School count</td>
<td>NA</td>
<td>5 (7)</td>
<td>3</td>
</tr>
<tr>
<td>School score&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0–21</td>
<td>6 (6)</td>
<td>5</td>
</tr>
<tr>
<td>Amenity type count&lt;sup&gt;k&lt;/sup&gt;</td>
<td>NA</td>
<td>4 (2)</td>
<td>4</td>
</tr>
<tr>
<td>Amenity total count&lt;sup&gt;j&lt;/sup&gt;</td>
<td>NA</td>
<td>10 (11)</td>
<td>6</td>
</tr>
<tr>
<td>Amenity score&lt;sup&gt;l&lt;/sup&gt;</td>
<td>0–53</td>
<td>10 (9)</td>
<td>9</td>
</tr>
<tr>
<td>Parks and playgrounds score&lt;sup&gt;m&lt;/sup&gt;</td>
<td>0–25</td>
<td>17 (11)</td>
<td>23</td>
</tr>
<tr>
<td>Total score&lt;sup&gt;o&lt;/sup&gt;</td>
<td>0–99</td>
<td>32 (21)</td>
<td>36</td>
</tr>
</tbody>
</table>

**Abbreviations:** Min, minimum; Max, maximum; NA, not applicable; SD, standard deviation.

<sup>a</sup> Excluded 2 towns with populations exceeding recommended size (<10,000) for Rural Active Living Assessment tools.

<sup>b</sup> Minimum values are the same for both sets of towns.

<sup>c</sup> Source: www.factfinder.census.gov.

<sup>d</sup> Higher scores indicate the town’s built environment was more conducive to physical activity.

<sup>e</sup> Composed of 6 items concerning public and private recreation.

<sup>f</sup> Composed of 1 item concerning bikeways/walkways required for new infrastructure.

<sup>g</sup> Composed of 2 items concerning public access to recreation facilities and late bus options.

<sup>h</sup> Composed of 3 items concerning walking and safe routes to school and sponsored physical activity programs.

<sup>i</sup> Sum of scores for town program, town policy, school program, and school policy.

<sup>j</sup> Composed of 4 items concerning walkability to schools (elementary, middle, high, and magnet).

<sup>k</sup> Count of different types of amenities (each of 17 types counted only once).

<sup>l</sup> Count of total number of amenities (may include multiples of same type).

<sup>m</sup> Composed of 13 items concerning location of amenities from town centers.

<sup>n</sup> Composed of 4 items concerning location of parks, playgrounds, and sports fields and courts from town centers.

<sup>o</sup> Sum of scores for school, amenity, and parks and playgrounds.

---
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Table 2. Associations Among Town Size Measures and Rural Active Living Assessment Scores, Delta Neighborhood Physical Activity Study, 2016–2017

<table>
<thead>
<tr>
<th>Town Size</th>
<th>Statistic</th>
<th>Program and Policy Assessment Scores&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Town-Wide Assessment Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Town Program</td>
<td>School Program</td>
</tr>
<tr>
<td>All towns included (n = 12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>KTC</td>
<td>0.30</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.30</td>
<td>.09</td>
</tr>
<tr>
<td>Area (square miles)</td>
<td>KTC</td>
<td>0.31</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.33</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Population density (per square mile)</td>
<td>KTC</td>
<td>0.00</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&gt;.99</td>
<td>.03</td>
</tr>
<tr>
<td>Largest towns&lt;sup&gt;b&lt;/sup&gt; excluded (n = 10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>KTC</td>
<td>0.56</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.02</td>
<td>.05</td>
</tr>
<tr>
<td>Area (square miles)</td>
<td>KTC</td>
<td>0.64</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.02</td>
<td>.46</td>
</tr>
<tr>
<td>Population density (per square mile)</td>
<td>KTC</td>
<td>0.15</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.56</td>
<td>.11</td>
</tr>
</tbody>
</table>

Abbreviation: KTC, Kendall τ correlation.

<sup>a</sup> Town policy was not included since all towns scored 0 points on this component.

<sup>b</sup> Excluded 2 towns with populations exceeding recommended size (<10,000) for Rural Active Living Assessment.
Table 3. Characteristics of Parks (N = 31) Included in the Delta Neighborhood Physical Activity Study, 2016–2017

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Park Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Easy to find</td>
<td>25 (80.6)</td>
</tr>
<tr>
<td>Accessible</td>
<td>29 (93.5)</td>
</tr>
<tr>
<td><strong>Points of entry</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3 (9.7)</td>
</tr>
<tr>
<td>2–5</td>
<td>10 (32.3)</td>
</tr>
<tr>
<td>≥6 or open boundary</td>
<td>18 (58.1)</td>
</tr>
<tr>
<td><strong>Parking type</strong></td>
<td></td>
</tr>
<tr>
<td>Lot</td>
<td>18 (58.1)</td>
</tr>
<tr>
<td>On street</td>
<td>14 (45.2)</td>
</tr>
<tr>
<td>None</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>Bordering sidewalks(a)</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td>Bordering traffic signs(b)</td>
<td>25 (80.6)</td>
</tr>
<tr>
<td><strong>Main land use</strong></td>
<td></td>
</tr>
<tr>
<td>Residential</td>
<td>22 (71.0)</td>
</tr>
<tr>
<td>Institutional (school)</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>Commercial</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Natural</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td><strong>Neighborhood concerns(c)</strong></td>
<td></td>
</tr>
<tr>
<td>No or low street lighting</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td>Graffiti</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Poorly maintained property</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Excessive litter</td>
<td>3 (9.7)</td>
</tr>
<tr>
<td>Heavy traffic</td>
<td>3 (9.7)</td>
</tr>
<tr>
<td>Vacant/abandoned buildings</td>
<td>2 (6.5)</td>
</tr>
<tr>
<td>Unfavorable buildings</td>
<td>2 (6.5)</td>
</tr>
<tr>
<td>None</td>
<td>14 (45.2)</td>
</tr>
<tr>
<td><strong>Park concerns(d)</strong></td>
<td></td>
</tr>
<tr>
<td>Graffiti</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td>Excessive litter</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Poor maintenance</td>
<td>2 (6.5)</td>
</tr>
<tr>
<td>None</td>
<td>19 (61.3)</td>
</tr>
</tbody>
</table>

\(a\) All sidewalks were useable, but only 5 of the 8 parks had curb cuts or ramps.
\(b\) 24 parks had stop signs, 1 park had a stop light, and no parks had crosswalks.
\(c\) None of the surrounding neighborhoods had vandalism, excessive noise, lack of eyes on the street, or threatening persons or behavior.
\(d\) None of the parks had vandalism, excessive noise or animal waste, threatening persons or behavior, or dangerous spots.
\(e\) 24 parks had playgrounds, but 1 park had 2 playground areas so denominator is 25 for playground features.
\(f\) 12 parks had baseball fields, but 2 parks had 2 baseball fields so denominator is 14 for field condition.
\(g\) 8 parks had trails, but 1 park had 2 trails so denominator is 9 for trail features.
\(h\) Football or soccer fields; 4 parks had sports fields, but 1 park had 2 sport fields so denominator is 5 for field condition.
\(i\) Included portable toilets.
Table 3. Characteristics of Parks (N = 31) Included in the Delta Neighborhood Physical Activity Study, 2016–2017

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aesthetic features</strong></td>
<td></td>
</tr>
<tr>
<td>Scattered trees</td>
<td>29 (93.5)</td>
</tr>
<tr>
<td>Dense trees</td>
<td>10 (32.3)</td>
</tr>
<tr>
<td>Landscaping</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td>Water</td>
<td>6 (19.4)</td>
</tr>
<tr>
<td>Historical/educational</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td><strong>Activity Area Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Total number</td>
<td>27 (87.1)</td>
</tr>
<tr>
<td>1</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>2</td>
<td>2 (6.5)</td>
</tr>
<tr>
<td>3</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>≥4</td>
<td></td>
</tr>
<tr>
<td>Open or green space</td>
<td>27 (87.1)</td>
</tr>
<tr>
<td>Playground(^{a})</td>
<td>24 (77.4)</td>
</tr>
<tr>
<td>Good condition</td>
<td>22 (88.0)</td>
</tr>
<tr>
<td>Colorful equipment</td>
<td>22 (88.0)</td>
</tr>
<tr>
<td>Shade cover ≥25%</td>
<td>11 (44.0)</td>
</tr>
<tr>
<td>Bench</td>
<td>18 (72.0)</td>
</tr>
<tr>
<td>Separation from road</td>
<td>11 (44.0)</td>
</tr>
<tr>
<td>Basketball court</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td>Good condition</td>
<td>13 (81.3)</td>
</tr>
<tr>
<td>Baseball field(^{f})</td>
<td>12 (38.7)</td>
</tr>
<tr>
<td>Good condition</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Trail(^{g})</td>
<td>8 (25.8)</td>
</tr>
<tr>
<td>Good condition</td>
<td>9 (100.0)</td>
</tr>
<tr>
<td>Connected to activity areas</td>
<td>8 (88.9)</td>
</tr>
<tr>
<td>Bench for sitting</td>
<td>4 (44.4)</td>
</tr>
<tr>
<td>Sport field(^{h})</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Good condition</td>
<td>5 (100.0)</td>
</tr>
<tr>
<td>Tennis court</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Good condition</td>
<td>4 (100.0)</td>
</tr>
<tr>
<td>Swimming pool</td>
<td>3 (9.7)</td>
</tr>
</tbody>
</table>

\(^{a}\) All sidewalks were useable, but only 5 of the 8 parks had curb cuts or ramps.

\(^{b}\) 24 parks had stop signs, 1 park had a stop light, and no parks had crosswalks.

\(^{c}\) None of the surrounding neighborhoods had vandalism, excessive noise, lack of eyes on the street, or threatening persons or behavior.

\(^{d}\) None of the parks had vandalism, excessive noise or animal waste, threatening persons or behavior, or dangerous spots.

\(^{e}\) 24 parks had playgrounds, but 1 park had 2 playground areas so denominator is 25 for playground features.

\(^{f}\) 12 parks had baseball fields, but 2 parks had 2 baseball fields so denominator is 14 for field condition.

\(^{g}\) 8 parks had trails, but 1 park had 2 trails so denominator is 9 for trail features.

\(^{h}\) Football or soccer fields; 4 parks had sports fields, but 1 park had 2 sport fields so denominator is 5 for field condition.

\(^{i}\) Included portable toilets.
(continued)

Table 3. Characteristics of Parks (N = 31) Included in the Delta Neighborhood Physical Activity Study, 2016–2017

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good condition</td>
<td>2 (66.7)</td>
</tr>
<tr>
<td>Volleyball court</td>
<td>3 (9.7)</td>
</tr>
<tr>
<td>Good condition</td>
<td>2 (66.7)</td>
</tr>
<tr>
<td>Fitness equipment or station</td>
<td>2 (6.5)</td>
</tr>
<tr>
<td>Good condition</td>
<td>2 (100.0)</td>
</tr>
</tbody>
</table>

**Feature Characteristics**

<table>
<thead>
<tr>
<th>Feature Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lights</td>
<td>27 (87.1)</td>
</tr>
<tr>
<td>Trash can</td>
<td>26 (83.9)</td>
</tr>
<tr>
<td>Overflowing</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Restroom</td>
<td>14 (45.2)</td>
</tr>
<tr>
<td>Good condition</td>
<td>12 (85.7)</td>
</tr>
<tr>
<td>Bench for sitting</td>
<td>21 (67.7)</td>
</tr>
<tr>
<td>Good condition</td>
<td>19 (90.5)</td>
</tr>
<tr>
<td>Drinking fountain</td>
<td>6 (19.4)</td>
</tr>
<tr>
<td>Good condition</td>
<td>2 (33.3)</td>
</tr>
<tr>
<td>Picnic table</td>
<td>14 (45.2)</td>
</tr>
<tr>
<td>Good condition</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Picnic shelter</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td>Grill/fire pit</td>
<td>11 (35.5)</td>
</tr>
<tr>
<td>Animal rules posted</td>
<td>11 (35.5)</td>
</tr>
<tr>
<td>Interior road</td>
<td>4 (12.9)</td>
</tr>
<tr>
<td>Recycling container</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>Vending machine</td>
<td>1 (3.2)</td>
</tr>
</tbody>
</table>

*a* All sidewalks were useable, but only 5 of the 8 parks had curb cuts or ramps.

*b* 24 parks had stop signs, 1 park had a stop light, and no parks had crosswalks.

*c* None of the surrounding neighborhoods had vandalism, excessive noise, lack of eyes on the street, or threatening persons or behavior.

*d* None of the parks had vandalism, excessive noise or animal waste, threatening persons or behavior, or dangerous spots.

*e* 24 parks had playgrounds, but 1 park had 2 playground areas so denominator is 25 for playground features.

*f* 12 parks had baseball fields, but 2 parks had 2 baseball fields so denominator is 14 for field condition.

*g* 8 parks had trails, but 1 park had 2 trails so denominator is 9 for trail features.

*h* Football or soccer fields; 4 parks had sports fields, but 1 park had 2 sport fields so denominator is 5 for field condition.

*i* Included portable toilets.
Understanding the Density and Distribution of Restaurants in Los Angeles County to Inform Local Public Health Practice
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Summary
What is already known on this topic?
Studies have found associations between neighborhood sociodemographics and restaurant density and restaurant type, often categorizing restaurants as “fast food” or “full service.”

What is added by this report?
This study provides insight into the potential reach of program or policy strategies that target chain restaurants. To inform local public health planning, we examined where restaurants, including chain restaurants, were located in Los Angeles County, California.

What are the implications for public health practice?
Results highlight the limited reach of strategies targeting chain restaurants. Other jurisdictions can build on the methods used in our study to enhance understanding of their own local landscape.

Abstract
Introduction
To describe the potential reach of restaurant-based strategies that seek to improve the healthfulness of menu options, it is important to understand the local restaurant environment, including the extent to which restaurants subject to policy mandates are located in communities disproportionately affected by diet-related diseases.

Methods
This cross-sectional study examined the restaurant environment in Los Angeles County, a large jurisdiction with diverse geographic and socioeconomic characteristics, specifically 1) the number and characteristics of restaurants; 2) the association between neighborhood sociodemographics and restaurant density; and 3) the association between neighborhood sociodemographics and restaurant characteristics, including chain status (large chain, small chain, independent restaurant). Data sources were 1) industry data on restaurant location and characteristics (N = 24,292 restaurants) and 2) US Census data on neighborhood sociodemographics (N = 247 neighborhoods). We conducted descriptive and bivariate analyses at the restaurant and neighborhood level.

Results
Countywide, only 26.5% of all restaurants were part of a large chain (a chain with ≥20 locations). We found positive associations between restaurant density and neighborhood proportions of non-Hispanic white residents and residents with more than a high school education. We found limited support to suggest a greater density of large chains in neighborhoods with lower socioeconomic status.

Conclusion
Results highlight the potentially limited reach of strategies targeting chain restaurants and point to the importance of including small chain restaurants and independent restaurants in public health efforts to improve the healthfulness of restaurants. Understanding where restaurants are in relation to priority populations is a critical step to planning strategies that address diet-related disparities.

Introduction
As consumers purchase more meals away from home than previously, strategies to increase the healthfulness of food and beverages offered at restaurants have garnered increased attention (1,2). Examples of restaurant-focused policies include menu labeling (3), ordinances banning restaurants from giving away free toys with children’s meals unless the meal meets nutritional guidelines (4), and ordinances mandating that restaurants serve healthy meals...
Our primary goal was to inform local decision making, we hope that other jurisdictions can build on the methods used in our study to enhance understanding of their own local landscape.

We used data from 2 sources: industry data on restaurant characteristics and US Census data on neighborhood characteristics. Information on restaurant characteristics was provided by a market research firm that tracks restaurant industry trends nationally. The firm defines a restaurant as a location whose primary purpose is to serve food away from home on an open, commercial basis. Twenty market research staff members at this market research firm work daily on data validation through a multitiered strategy that includes monthly searches for social media reviews, auto- mated telephone calls to check a restaurant’s telephone connectiv- ity, and direct outreach through email and telephone surveys.

The primary restaurant characteristic of interest was chain status. We determined chain status on the basis of the number of restaurant locations that conducted business using the same name, that offered similar menu items, and whose link could be verified via internet or telephone. To understand the potential reach of strategies at the national and local level, we created 2 variables for chain status, one based on the number of locations nationally and one based on the number of locations in Los Angeles County. We classified restaurants as independent (single location), small chain (2–19 locations), or large chain (≥20 locations), in accordance with previous research and policy scope (eg, the menu labeling policy included in the Patient Protection and Affordable Care Act) (17,18).

We also categorized restaurants according to industry market segment and cuisine type. Industry market segment was coded by the market research firm as 1) quick service (patrons order at counter; meals typically under $10), 2) fast casual (patrons order at counter; slightly higher price point than quick service), 3) mid-scale dining (offers sit-down/full table service; typically does not serve alcohol; entrée prices generally ≤$20), 4) casual dining (offers sit-down/full table service; typically serves alcohol; entrée prices generally $15–$25), or 5) fine dining (entrée prices are generally >$25). These market segments are recognized industry standards, allowing for comparison across geographic regions. Restaurant cuisine type, coded by the market research firm on the basis of the primary type of food served by the restaurant, was categorized as American/Southern (bar and grill, diner, sports bar, brew pub), Asian (Chinese, Japanese, Korean, Thai, other Asian), Latino (Mexican, South American), coffee/bakery/dessert (bagel, coffee shop, ice cream, smoothie, donut), burger, pizza, sandwich/deli, European (Italian, Mediterranean, French, other European), or other (African, Caribbean, Indian, seafood, mixed ethnicity, steakhouse, barbecue).

We selected neighborhood characteristics on the basis of population groups that tend to be disproportionately affected by diet-related diseases. We collected the following census tract–level data from the 2010–2014 American Community Survey 5-Year Estim-
ates (19–23): 1) percentage of non-Hispanic white residents; 2) percentage of the population aged 25 or older with more than a high school education; 3) the percentage of the population with income below the poverty level in the last 12 months; 4) median household income in the last 12 months, in 2014 inflation-adjusted dollars; and 5) total population.

Data cleaning, geocoding, and aggregation

The original data set contained 24,884 restaurants, as of September 19, 2016. Staff members of the Los Angeles County Department of Public Health (DPH) conducted a 3-stage cleaning and geocoding process. First, they flagged possible duplicate records on the basis of similarities in restaurant name, street address, and/or telephone number. Second, they flagged possible unidentified chain locations on the basis of similarities in restaurant name and telephone number. All flags were investigated via internet search. Third, they geocoded restaurant addresses in ArcMap version 10.3.1 (ESRI) by using Los Angeles County’s Countywide Address Management System address locator (24). After cleaning, 24,292 restaurants remained in the final restaurant data set.

We defined Los Angeles County neighborhoods according to the Los Angeles Times’ Mapping L.A. project, which defines neighborhoods (a city, a community within a city, or an unincorporated area of the county) that are meaningful to residents and align with census-tract boundaries (25). We used the ArcMap Dissolve tool to aggregate census data to the neighborhood level. We constructed the following neighborhood-level measures of restaurant density: 1) total number of restaurants, 2) total number of restaurants per 1,000 residents (number of restaurants divided by the neighborhood population, multiplied by 1,000), 3) percentage of restaurants that were large chains (number of restaurants categorized as large chains ≥20 locations, based on the number of locations nationally or in Los Angeles County) divided by the number of total restaurants), 4) percentage of restaurants in each industry market segment (eg, quick service, fast casual), and 5) percentage of restaurants serving each type of cuisine (eg, American/Southern, Asian).

We excluded 8 neighborhoods that had fewer than 1,000 residents because the neighborhoods entirely or primarily were non-neighborhood-type complexes (eg, theme park, recreation area, health care campus). We excluded as outliers 3 neighborhoods that had more than 15 restaurants per 1,000 residents because they were large business or entertainment districts where daytime populations greatly exceed residential populations. Thus, we included 247 neighborhoods in the final neighborhood data set. In a sensitivity analysis of the relationship between restaurant chain density and neighborhood sociodemographic characteristics, we excluded 32 neighborhoods that had fewer than 10 restaurants.

Data analysis

We conducted descriptive and bivariate analyses at the restaurant level to examine the number and characteristics of restaurants countywide. We conducted descriptive and linear regression analyses at the neighborhood level to examine the association between neighborhood sociodemographic characteristics and 1) the number of restaurants per 1,000 residents and 2) the percent-age of restaurants categorized as large chains. We conducted all analyses by using Stata version 14.1 (StataCorp LP). All materials were reviewed and approved by the Los Angeles County Department of Public Health Institutional Review Board.

Results

The final sample consisted of 24,292 restaurants in Los Angeles County. On the basis of the number of locations nationally, we classified 26.5% of restaurants as large chain, 11.3% as small chain, and 62.2% as independent (Table 1). The 6,430 restaurant locations categorized as large chains represented 278 restaurant brands. On the basis of the number of locations in Los Angeles County, we classified 21.2% restaurants as large chain. The 5,145 locations categorized as large chains represented only 59 brands. These 59 brands represented 80% of all large chain restaurants in the county.

Large chain restaurants were more likely than other types of restaurants to be quick service or fast casual. On the basis of the number of locations nationally, 66.2% of large chains were quick service and 21.5% were fast casual, compared with 29.9% and 5.7% of independent restaurants that were quick service or fast casual, respectively. Large chains were most likely to serve coffee/bakery/dessert (22.4%), burger (19.7%), and sandwich (14.2%) cuisines. Independent restaurants were most likely to serve Asian (23.4%), American/Southern (21.5%), or Latino (17.0%) cuisines. Although most large chains were classified as quick service or fast casual restaurants, not all quick service and fast casual restaurants were classified as large chains. Among quick service restaurants (n = 9,571), less than half (44.5%) were classified as large chains on the basis of the number of locations nationally.

Neighborhood sociodemographic characteristics and restaurant density

The average number of restaurants, by neighborhood, was 94.4 (standard deviation [SD], 117.5) (Table 2). The number of restaurants ranged from 0 (4 neighborhoods) to more than 500 restaurants (4 neighborhoods); the median was 58 (interquartile range, 101). The average number of restaurants was 2.3 (SD, 1.8) per 1,000 residents but ranged from 0 to 11.6. The median was 1.9 (interquartile range, 1.6).
Neighborhood education level, racial/ethnic composition, and poverty were significantly associated with the number of restaurants in the neighborhood. On average, for every 1-point increase in the percentage of residents with more than a high school education, the number of restaurants per 1,000 residents would be expected to increase by 2.5 (95% confidence interval [CI], 1.5–3.5). On average, for every 1-point increase in the percentage of non-Hispanic white residents in the neighborhood, the number of restaurants per 1,000 residents would be expected to increase by 1.9 (95% CI, 1.1–2.7). On average, for every 1-point increase in the percentage of residents below the poverty level, the number of restaurants per 1,000 residents would be expected to decrease by 3.3 (95% CI, −5.5 to −1.1). Median household income was not significantly associated with restaurant density.

Neighborhood sociodemographic characteristics and restaurant characteristics

**Chain status.** On the basis of the number of locations nationally, the average density of large chain restaurants by neighborhood was 26.5% (SD, 15.0%), although the density of large chain restaurants ranged from 0% to 100% across neighborhoods. On the basis of the number of locations in Los Angeles County, the average density of large chain restaurants was 21.7% (SD, 12.4%); density ranged from 0% to 66.7%.

When we examined the number of locations of restaurants nationally, we found no significant associations between neighborhood sociodemographic characteristics and chain density. Neighborhoods with a greater density of large chains tended to have a lower percentage of non-Hispanic white residents and a lower percentage of residents with more than a high school education. When we examined the number of restaurant locations in Los Angeles County, we found significant associations between a greater density of large chain restaurants and a lower percentage of non-Hispanic white residents and a lower percentage of residents with more than a high school education (Table 3). Results did not substantively change in magnitude or significance when we considered only neighborhoods with 10 or more restaurants.

**Restaurants by industry market segment and cuisine.** We found high correlations between the proportion of restaurants with more than a high school education and the proportion of quick-service restaurants ($r = −0.42$) and fine-dining restaurants ($r = 0.46$). In neighborhoods with the lowest quartile of residents with more than a high school education, roughly half of the restaurants were quick service (mean = 0.49; SD, 0.13), and in neighborhoods with the highest quartile of residents with more than a high school education, approximately one-third (mean = 0.32; SD = 0.14) of restaurants were quick service. We found correlations and proportions of similar magnitude between these 2 restaurant segments and the percentage of non-Hispanic white residents.

For cuisine type, we found high correlations between the proportion of non-Hispanic white residents and the proportion of restaurants that served European cuisine ($r = 0.69$) and Latino cuisine ($r = −0.51$). The proportion of residents with more than a high school education was strongly correlated with the proportion of restaurants that served Latino cuisine ($r = −0.69$), European cuisine ($r = 0.58$), coffee/bakery/dessert cuisine ($r = 0.44$), and burger cuisine ($r = −0.43$).

**Discussion**

Our study suggests that a limited proportion of restaurants in Los Angeles County are part of a large chain. A policy that targets large chains (≥20 locations nationally) would affect only about one-quarter of all restaurants in Los Angeles County. Estimates of chain density in our study are lower than national estimates, which suggest that 40% of all restaurants are part of a large chain (3). Our study highlights the potentially limited reach of policy strategies (such as menu labeling) that would target chain restaur- ants in Los Angeles County and point to the importance of reaching out to and collaborating with small chain restaurants and independent restaurants as part of a comprehensive local strategy to improve the healthfulness of restaurants. The importance of targeting such restaurants is underscored by recent work demonstrating that non-chain restaurants offer high-calorie food, on par with their chain counterparts (26). Independent and small chain restaur- ants may face challenges to participating in restaurant-based strategies, especially when recipe analysis or sales tracking is required. To address these barriers, lessons may be drawn from work with small food store owners, who often struggle to stock healthy items because of limitations related to infrastructure, staff expertise, and access to appropriate suppliers (27).

In general, we found more restaurants in neighborhoods that had a greater percentage of non-Hispanic white residents and residents with more than a high school education; these populations tend to be less affected by diet-related diseases. Where restaurants choose to locate is driven by various market forces, including the proportion of targeted households, traffic generators, and sales generators (28). Given that spending on food purchased away from home increases with income (29), we were not surprised that the density of restaurants was greater in Los Angeles County’s higher-income neighborhoods, where income level might allow for a greater amount of discretionary spending than in lower-income neighborhoods. Few studies have examined restaurant density (as a whole) in relationship to neighborhood demographic characteristics. One
national study showed that higher-income neighborhoods and neighborhoods with predominantly black or African American and racially mixed residents had lower levels of access to both fast-food and full-service restaurants (16). Previous work in Los Angeles County found that lower-middle and upper-middle socioeconomic census tracts had the highest total number of restaurants, compared with very low- and very high-income tracts (14). Previous literature does not clarify whether a greater density of restaurants is protective or detrimental. Greater restaurant density could mean more consumer choice to seek out healthy options. Alternatively, given that consuming food at restaurants is associated with greater intake of energy, fat, and sodium, relative to consuming foods prepared at home (30), greater restaurant density could lead to less healthy behaviors and outcomes.

Our study provides limited support to the idea that large chains are more heavily concentrated in certain neighborhoods (neighborhoods with a lower percentage of non-Hispanic white residents and a lower percentage of residents with more than a high school education). We did not observe significant relationships between chain density and neighborhood sociodemographic characteristics when chains were defined according to the number of locations nationally; rather, we observed relationships between chain density and race/ethnicity and education level only when we examined restaurants with 20 or more locations in Los Angeles County. Previous research on the relationship between density of chain restaurants and neighborhood sociodemographic characteristics is limited, and these studies tended to conflate chain status with fast-food service style and cuisine. In our study, although many chain restaurants were classified as quick service (fast food), not all quick service restaurants were part of a chain.

Although the completeness and large sample sizes of the data sources are strengths, our study has several limitations. First, our analysis does not provide any information on the reasons or causal mechanisms underlying the observed associations between community characteristics and restaurant density and characteristics. Restaurant location is driven by various market forces; restaurants often choose to cluster in commercial areas. Second, we used sociodemographic indicators as rough markers of disproportionate disease burden. Mapping the restaurant landscape in relationship to the prevalence of diet-related disease is an important area for future work. Third, although people are likely to visit restaurants outside their neighborhood, our study treated neighborhood boundaries as rigid boundaries and did not account for travel distance to restaurants or the profile of restaurants near a person’s school or work. For our analysis to have useful and relevant neighborhood boundaries, we used neighborhood definitions that were meaningful to residents, while respecting census boundaries to accurately integrate demographic data. However, calculating restaurant density according to census units did not account for edge effects, particularly along major arterials. Finally, the market research data did not provide any information on the relative healthfulness, size, or sales of restaurants. We used market research data rather than administrative data because they provided a more accurate picture of the number and types of restaurants, particularly information on chain status (the major study question). Future studies would benefit from data sets that include information on the relative healthfulness of food options.

Our study provides insight on the potential importance of including small chain and independent restaurants in efforts to advance healthier food access in communities. The extent to which restaurant-based strategies are an effective means to target diet-related disparities remains unclear. Additional work is needed to better understand the extent to which restaurant-based initiatives can effectively reach people most in need. It is important to consider where restaurants — especially those affected or targeted by program or policy work (such as chains) — are located in relation to priority populations. Our study answers a question that is infrequently examined yet of critical importance to advance local public health practice. Applied researchers and evaluators in other jurisdictions can build on the methods used in our study to gain a deeper understanding of their local landscape.
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Table 1. Characteristics of Restaurants (N = 24,292) in Los Angeles County, California, 2016a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chain status</strong></td>
<td></td>
</tr>
<tr>
<td>Based on number of locations nationally</td>
<td></td>
</tr>
<tr>
<td>Independent (single location)</td>
<td>15,114 (62.2)</td>
</tr>
<tr>
<td>Small chain (2–19 locations)</td>
<td>2,748 (11.3)</td>
</tr>
<tr>
<td>Large chain (≥20 locations)</td>
<td>6,430 (26.5)</td>
</tr>
<tr>
<td>Based on number of locations in Los Angeles County</td>
<td></td>
</tr>
<tr>
<td>Independent (single location)</td>
<td>15,449 (63.6)</td>
</tr>
<tr>
<td>Small chain (2–19 locations)</td>
<td>3,698 (15.2)</td>
</tr>
<tr>
<td>Large chain (≥20 locations)</td>
<td>5,145 (21.2)</td>
</tr>
<tr>
<td><strong>Industry market segment</strong></td>
<td></td>
</tr>
<tr>
<td>Quick service</td>
<td>9,571 (39.4)</td>
</tr>
<tr>
<td>Fast casual</td>
<td>2,548 (10.5)</td>
</tr>
<tr>
<td>Midscale dining</td>
<td>4,626 (19.0)</td>
</tr>
<tr>
<td>Casual dining</td>
<td>6,483 (26.7)</td>
</tr>
<tr>
<td>Fine dining</td>
<td>609 (2.5)</td>
</tr>
<tr>
<td>Missing data</td>
<td>455 (1.9)</td>
</tr>
<tr>
<td><strong>Type of cuisine</strong></td>
<td></td>
</tr>
<tr>
<td>American/Southern</td>
<td>4,476 (18.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>4,438 (18.3)</td>
</tr>
<tr>
<td>Latino</td>
<td>3,765 (15.5)</td>
</tr>
<tr>
<td>Coffee/bakery/dessert</td>
<td>3,208 (13.2)</td>
</tr>
<tr>
<td>Burger</td>
<td>1,943 (8.0)</td>
</tr>
<tr>
<td>Pizza</td>
<td>1,692 (7.0)</td>
</tr>
<tr>
<td>Sandwich/deli</td>
<td>1,566 (6.5)</td>
</tr>
<tr>
<td>European</td>
<td>1,520 (6.3)</td>
</tr>
<tr>
<td>Other</td>
<td>1,493 (6.1)</td>
</tr>
<tr>
<td>Missing data</td>
<td>191 (0.8)</td>
</tr>
</tbody>
</table>

*a Information on restaurant characteristics was provided by a market research firm that tracks restaurant industry trends nationally.
Table 2. Characteristics of Neighborhoods (N = 247) in Los Angeles County, California, 2016

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (Standard Deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Total population</td>
<td>40,210 (43,989)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
</tr>
<tr>
<td>Percentage of Non-Hispanic white residents</td>
<td>31.5 (26.4)</td>
</tr>
<tr>
<td>Percentage of Hispanic or Latino residents</td>
<td>43.4 (27.6)</td>
</tr>
<tr>
<td>Percentage of black or African American residents</td>
<td>8.7 (14.3)</td>
</tr>
<tr>
<td>Percentage of Asian residents</td>
<td>13.5 (14.1)</td>
</tr>
<tr>
<td>Percentage of residents aged ≥25 with &gt;high school education</td>
<td>58.0 (21.6)</td>
</tr>
<tr>
<td>Percentage of residents below the poverty level in the last 12 months</td>
<td>16.7 (10.0)</td>
</tr>
<tr>
<td>Median household income in the last 12 months, $</td>
<td>67,895.7 (31,671.8)</td>
</tr>
<tr>
<td><strong>Restaurant characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Number of restaurants</td>
<td>94.4 (117.5)</td>
</tr>
<tr>
<td>Number of restaurants per 1,000 residents</td>
<td>2.3 (1.8)</td>
</tr>
<tr>
<td>Proportion of restaurants that are large chains based on the number of locations nationally</td>
<td>26.5 (15.0)</td>
</tr>
<tr>
<td>Proportion of restaurants that are large chains based on the number of locations in Los Angeles County</td>
<td>21.7 (12.4)</td>
</tr>
</tbody>
</table>

* Neighborhoods and their boundaries were defined according to the *Los Angeles Times*’ Mapping L.A. project. All analyses excluded 8 neighborhoods with <1,000 residents and 3 neighborhoods with >15 restaurants per 1,000 residents.

* Based on census tract level data drawn from the 2010–2014 American Community Survey 5-Year Estimates, aggregated to the neighborhood level (19–23).

* Thirty-two of 247 neighborhoods (13.0%) had <10 restaurants and were excluded in sensitivity analyses examining the relationship between restaurant chain density and neighborhood sociodemographic characteristics.

* When we examined neighborhoods with ≥10 restaurants (n = 215), average was 27.2% and standard deviation was 12.5%.

* When we examined neighborhoods with ≥10 restaurants (n = 215), average was 22.9% and standard deviation was 10.5%.

The opinions expressed by authors contributing to this journal do not necessarily reflect the opinions of the U.S. Department of Health and Human Services, the Public Health Service, the Centers for Disease Control and Prevention, or the authors’ affiliated institutions.
Table 3. Relationship Between Neighborhood Sociodemographic Characteristics and Density of Large Chain Restaurants, Los Angeles County, California, 2016a

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Percentage of Non-Hispanic White Residents</th>
<th>Percentage of Residents with &gt;High School Education</th>
<th>Percentage of Residents Below the Poverty Level</th>
<th>Median Household Income, $</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (Standard Deviation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1 (0%–18%)</td>
<td>36.0 (28.4)</td>
<td>60.9 (21.8)</td>
<td>17.0 (10.7)</td>
<td>68,360.7 (32,674.4)</td>
</tr>
<tr>
<td>Quartile 2 (19%–26%)</td>
<td>35.2 (28.8)</td>
<td>58.4 (24.0)</td>
<td>18.4 (9.9)</td>
<td>65,370.3 (32,879.2)</td>
</tr>
<tr>
<td>Quartile 3 (27%–35%)</td>
<td>26.8 (23.4)</td>
<td>56.1 (20.4)</td>
<td>15.8 (8.0)</td>
<td>65,832.0 (24,492.2)</td>
</tr>
<tr>
<td>Quartile 4 (&gt;35%)</td>
<td>28.4 (24.2)</td>
<td>56.9 (20.4)</td>
<td>15.6 (11.0)</td>
<td>71,683.3 (35,499.6)</td>
</tr>
</tbody>
</table>

Percentage of restaurants that are large chainb,c (based on the number of locations nationally)

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Percentage of Non-Hispanic White Residents</th>
<th>Percentage of Residents with &gt;High School Education</th>
<th>Percentage of Residents Below the Poverty Level</th>
<th>Median Household Income, $</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (Standard Deviation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1 (0%–14%)</td>
<td>40.5 (28.8)</td>
<td>64.4 (21.7)</td>
<td>15.4 (10.2)</td>
<td>74,177.7 (36,175.4)</td>
</tr>
<tr>
<td>Quartile 2 (15%–22%)</td>
<td>34.2 (28.0)</td>
<td>59.2 (24.1)</td>
<td>18.1 (11.1)</td>
<td>66,282.7 (30,176.5)</td>
</tr>
<tr>
<td>Quartile 3 (23%–29%)</td>
<td>27.3 (22.3)d</td>
<td>56.0 (18.4)e</td>
<td>16.0 (7.0)</td>
<td>64,073.5 (21,896.4)</td>
</tr>
<tr>
<td>Quartile 4 (&gt;29%)</td>
<td>24.8 (23.9)f</td>
<td>53.0 (20.8)f</td>
<td>17.3 (11.0)</td>
<td>67,197.8 (35,946.7)</td>
</tr>
</tbody>
</table>

Percentage of restaurants that are large chainb,c (based on the number of locations in Los Angeles County)

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Percentage of Non-Hispanic White Residents</th>
<th>Percentage of Residents with &gt;High School Education</th>
<th>Percentage of Residents Below the Poverty Level</th>
<th>Median Household Income, $</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (Standard Deviation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1 (0%–14%)</td>
<td>40.5 (28.8)</td>
<td>64.4 (21.7)</td>
<td>15.4 (10.2)</td>
<td>74,177.7 (36,175.4)</td>
</tr>
<tr>
<td>Quartile 2 (15%–22%)</td>
<td>34.2 (28.0)</td>
<td>59.2 (24.1)</td>
<td>18.1 (11.1)</td>
<td>66,282.7 (30,176.5)</td>
</tr>
<tr>
<td>Quartile 3 (23%–29%)</td>
<td>27.3 (22.3)d</td>
<td>56.0 (18.4)e</td>
<td>16.0 (7.0)</td>
<td>64,073.5 (21,896.4)</td>
</tr>
<tr>
<td>Quartile 4 (&gt;29%)</td>
<td>24.8 (23.9)f</td>
<td>53.0 (20.8)f</td>
<td>17.3 (11.0)</td>
<td>67,197.8 (35,946.7)</td>
</tr>
</tbody>
</table>

a Neighborhoods (N = 247) and their boundaries were defined according to the Los Angeles Times’ Mapping L.A. project. All analyses excluded 8 neighborhoods with <1,000 residents and 3 neighborhoods with >15 restaurants per 1,000 residents.

b Results did not substantively or significantly change when analyses were conducted on neighborhoods with ≥10 restaurants (n = 215).
c Large chain restaurants were defined as restaurants with ≥20 locations.

d P = .005 for difference between quartile 3 and quartile 1, based on simple linear regression.
e P = .03 for difference between quartile 3 and quartile 1, based on simple linear regression.
f P = .001 for difference between quartile 3 and quartile 1, based on simple linear regression.
g P = .003 for difference between quartile 3 and quartile 1, based on simple linear regression.
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Abstract

We used spatial analyses to examine exposure of people in vulnerable occupational groups to neighborhood-level environmental pollutants in the Bronx borough of New York City. Five-year estimates of environmental ambient exposures (derived from land use regression models for PM2.5 [particulate matter with an aerodynamic diameter ≤2.5 µm] and black carbon) and demographic and occupational variables were harmonized at the census tract level. Correlations revealed that areas with high environmental exposures also had high proportions of people in service industries and manufacturing and high proportions of socioeconomically vulnerable populations. This combination of vulnerabilities may be cumulative, suggesting residents could have high occupational and residential exposures in addition to sociodemographic-related inequity.

Objective

Socioeconomically disadvantaged populations and racial/ethnic minority populations often live in areas with more environmental hazards than other population groups, an environmental justice issue that may lead to poor health outcomes and worsen differences in health (1–4). However, few studies have examined how occupational groups may be differentially distributed with respect to ambient environmental (neighborhood) exposures. Our ecological study sought to determine whether people in vulnerable occupational groups (ie, those with potentially high exposures to pollutants in the workplace) could be overexposed to environmental pollutants on the basis of their place of residence in the Bronx borough of New York City, thus constituting a potential environmental justice issue.

Methods

Employment information for civilians aged 16 or older at the census tract level were obtained from the US Census Bureau’s 2011–2015 American Community Survey via the National Historical Geographic Information System (NHGIS.org, IPUMS.org) (5). We collapsed job classifications into 4 categories on the basis of a previous study (6): white collar, service industry, construction (including protective services and agriculture because of a small sample size and similarity in exposure), and manufacturing.

Environmental exposures were derived from 300-meter resolution land use regression model outputs provided by the New York City Department of Health and Mental Hygiene (7). Land use regression uses a statistical model to estimate ambient pollutant concentration as a function of land use (eg, vehicle traffic, building emissions, population density). The environment surrounding monitoring locations in New York City was used to parameterize the regression equation for each year (number of monitors is from 60 to 100, depending on year), which is then applied to locations around the city where no measurements have been taken to create a continuous surface of annual average concentration estimates (8). We resampled land use regression outputs in the Bronx at the census tract level and calculated 5-year (2011–2015) average concentrations of PM2.5 (particulate matter with an aerodynamic diameter ≤2.5 µm) and black carbon (a type of particulate pollution often used as a marker for diesel exhaust [9]). Census tract-level demographic and socioeconomic variables (proportion of non-Hispanic white, non-Hispanic black, and Hispanic populations and the population’s poverty status) were derived from the American Community Survey 5-year data for 2011–2015 (5) (Figure). Associations among pollutant concentration, occupational groups, demographics, and economics were tested by using nonparametric Spearman correlations for census tracts with more than 200 residents (n = 330).
Results

Spearman correlations identified significant positive associations between estimated concentrations of black carbon and PM2.5 and proportions of Hispanic residents and people with incomes below federal poverty guidelines ($P < .01$). The proportion of non-Hispanic black residents was not significantly associated with estimated pollutant exposures. Significant positive associations ($P < .01$) were observed between census tracts with high proportions of white-collar workers and non-Hispanic white residents. Conversely, negative associations were found between the proportion of white-collar workers and the proportion of non-Hispanic black and Hispanic residents and people living in poverty ($P < .01$). Census tracts with high proportions of service industry or manufacturing workers were negatively associated with non-Hispanic white populations but positively associated with Hispanic populations and with people living in poverty ($P < .01$). Proportions of non-Hispanic black residents were positively associated with service industry occupations ($P < .01$) but did not reach significance with respect to manufacturing.

The proportion of workers who identified as being employed in the service industry or manufacturing had significant positive associations with ambient environmental exposure to black carbon and PM2.5 ($P < .01$). Conversely, tracts with high proportions of white-collar workers had significant negative associations with these pollutants ($P < .01$) (Table).

Discussion

The Bronx borough of New York City has often been studied with respect to environmental justice issues because of its high proportion of vulnerable populations, historic settlement patterns, environmental burdens, and poor health outcomes among its residents (11,12). However, occupational exposures to airborne particulate matter are often overlooked in the development of chronic diseases such as cardiovascular disease and, depending on the industry, can be orders of magnitude larger than environmental exposures (13). Occupational sectors such as service industry, construction, and manufacturing have higher mortality rates than white-collar sectors (6).

The results from our study show several spatial relationships among occupational groups, neighborhood environmental exposures, and demographics. The most vulnerable occupational groups (ie, those with the highest likelihood of poor health outcomes or high exposure to pollutants in workplace environments) are positively associated with neighborhoods with higher concentrations of PM2.5 and black carbon. These same neighborhoods also tend to have higher proportions of vulnerable populations on the basis of race/ethnicity and income levels. These sociodemographic characteristics are associated with increased risk of environmental exposures and possibly amplify the effects of these exposures (4). These populations are consistently associated with increased incidence and severity of disease — potentially as a function of psychosocial stressors such as discrimination and social exclusion (4). This combination of vulnerabilities is likely to be cumulative, putting residents of certain neighborhoods in double jeopardy on the basis of traditionally measured environmental injustices as well as environmental injustice as a function of occupational group. Such residents could have high exposures both at work and at home and may suffer from additional socially driven inequity based on racial/ethnic or economic characteristics.

Occupational attributes appear to be important variables, not only with respect to environmental justice work but also more generally in terms of environmental health studies. Although such studies often incorporate either neighborhood exposures or occupa-
tional exposures, they rarely include both simultaneously. The confluence of high-risk occupational groups and environmental neighborhood exposures (physical and social) may further contribute to, or exacerbate, health disparities in regions like the Bronx.
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Table

Table. Spearman Correlations for Occupational Groups, Demographics, and Environmental Exposures, Bronx, New York, 2011–2015

<table>
<thead>
<tr>
<th>Variables&lt;sup&gt;a&lt;/sup&gt;</th>
<th>White Collar</th>
<th>Service Industry</th>
<th>Manufacturing</th>
<th>Construction&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Non-Hispanic White</th>
<th>Non-Hispanic Black</th>
<th>Hispanic</th>
<th>Poverty&lt;sup&gt;c&lt;/sup&gt;</th>
<th>PM2.5&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Black Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White collar</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service industry</td>
<td>-.868&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-.554&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.310&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>-.219&lt;sup&gt;f&lt;/sup&gt;</td>
<td>-.089</td>
<td>-.041</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>.594&lt;sup&gt;f&lt;/sup&gt;</td>
<td>-.605&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.307&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.017&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>-.217&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.242&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.032&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.074&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.507&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>-.598&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.564&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.446&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.011&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.516&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.222&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poverty</td>
<td>-.676&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.682&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.394&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.025&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.619&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.167&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.648&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental pollutant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM2.5</td>
<td>-.503&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.529&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.349&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.122&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.495&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.010</td>
<td>.636&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.579&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Black carbon</td>
<td>-.505&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.511&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.356&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.071&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.500&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.024</td>
<td>.638&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.584&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.949&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>Mean (standard deviation)</td>
<td>48.51&lt;sup&gt;d&lt;/sup&gt;</td>
<td>29.39 (12.53)</td>
<td>11.13 (4.46)</td>
<td>10.97 (4.48)</td>
<td>12.84 (20.74)</td>
<td>28.76 (20.53)</td>
<td>52.67 (20.88)</td>
<td>29.78 (15.03)</td>
<td>9.71 (0.60)</td>
<td>1.19 (0.16)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Occupational and demographic values are percentage of the census tract population. Environmental pollutant values are concentrations at the census tract level.

<sup>b</sup> Includes protective services and agriculture.

<sup>c</sup> Percentage of the census tract population with incomes below federal poverty guidelines.

<sup>d</sup> Particulate matter with an aerodynamic diameter ≤2.5 µm.

<sup>e</sup> The correlation matrix is symmetrical. Entries to the right are suppressed for clarity.

<sup>f</sup> Correlation is significant at $P < .01$ level (2-tailed).

<sup>g</sup> Correlation is significant at $P < .05$ level (2-tailed).
Estimating County-Level Mortality Rates Using Highly Censored Data From CDC WONDER

Harrison Quick, PhD

Abstract

Introduction

CDC WONDER is a system developed to promote information-driven decision making and provide access to detailed public health information to the general public. Although CDC WONDER contains a wealth of data, any counts fewer than 10 are suppressed for confidentiality reasons, resulting in left-censored data. The objective of this analysis was to describe methods for the analysis of highly censored data.

Methods

A substitution approach was compared with 1) a simple, nonspatial Bayesian model that smooths rates toward their statewide averages and 2) a more complex Bayesian model that accounts for spatial and between-age sources of dependence. Age group–specific county-level data on heart disease mortality were used for the comparisons.

Results

Although the substitution and nonspatial approach provided age-standardized rate estimates that were more highly correlated with the true rate estimates, the estimates from the spatial Bayesian model provided a superior compromise between goodness-of-fit and model complexity, as measured by the deviance information criterion. In addition, the spatial Bayesian model provided rate estimates with greater precision than the nonspatial approach; in contrast, the substitution approach did not provide estimates of uncertainty.

Conclusion

Because of the ability to account for multiple sources of dependence and the flexibility to include covariate information, the use of spatial Bayesian models should be considered when analyzing highly censored data from CDC WONDER.
counties, census tract) at which the observed data alone do not provide reliable inference. Thus, when CDC WONDER data are used to conduct surveillance, the ability to estimate rates for rural areas and minority populations — where the chronic disease burden is high (7) — is significantly hindered by data suppression.

To address CDC WONDER’s data suppression issue, Tiwari et al (8) proposed an algorithm for estimating age-standardized rates in which suppressed age-specific counts are replaced with estimates based on the county’s age-specific population size and the state-wide average rate for that age-group. For example, suppose \( y_{ik} \) denotes the number of deaths from age-bracket \( k \) in county \( i \) of a population of size \( n_k \) and our inferential interest lies in \( \lambda_{ik} \), the corresponding mortality rate. Tiwari et al (8) proposed replacing the suppressed \( y_{ik} \) with \( \hat{y}_{ik} = \lambda_{ik} n_k \), where \( n_k \) denotes the state that county \( i \) belongs to and \( \hat{\lambda}_{ik} \) denotes the state-wide average rate for age-bracket \( k \) in state \( s_i \) such that

\[
\hat{\lambda}_{ik} = \frac{\sum_{j=1}^{50} y_{jk}}{\sum_{j=1}^{50} n_{jk}} (\text{Equation 1})
\]

Because state-level totals are often 10 or greater, we will assume from this point forward that \( \hat{\lambda}_{ik} \) is known and publicly available; when this is not the case, rates could be smoothed toward an alternative value (eg, national estimates).

Although this approach may yield reasonable estimates, it has drawbacks. First and foremost, estimating the uncertainty in age-standardized rate estimates is not an exact science when the data are known (9,10), much less when the data are highly suppressed. Furthermore, the algorithm is not designed to account for heterogeneity in demographic information such as the racial/ethnic make-up and socioeconomic status of the counties’ populations. As a result, inference based on these substituted data may be both biased (ie, smoothing toward the wrong values) and too precise (ignoring the uncertainty due to data suppression).

When the goal is to assess geographic disparities in age-standardized rates between regions, overcoming the privacy protections to obtain trustworthy estimates of the age-specific rates and their levels of uncertainty is only half the battle. For instance, Fay (11) followed the work of Fay and Feuer (9) to construct interval estimates for ratios based on \( F \) distributions. Tiwari et al (10) modified this work to yield more efficient interval estimation for rates and ratios of rates from nonnested regions, work that was later extended by Tiwari et al (12) for when one subregion is nested within a larger region (eg, a county nested within a state); Zhu et al (13) extended these approaches to more accurately account for spatial autocorrelation. When the age-standardized rates must be estimated from suppressed data, further modifications must be made or these approaches will fail to adequately account for all sources of uncertainty, yielding interval estimates that may be too narrow (14,15).

Rather than develop the statistical theory to accurately account for substitution-based approaches to overcome CDC WONDER’s privacy restrictions in variance calculations, we consider the use of Bayesian statistical models, which rely on data augmentation to make inference on the suppressed counts. As described by Fridley and Dixon (14), data augmentation approaches estimate the suppressed counts via multiple imputation (16) while simultaneously making inference on the parameters of interest — for example, \( \lambda_{ik} \) and the effects of potential risk factors. As noted by Zhu et al (13), Bayesian methods for modeling spatial data (17) can yield improved rate estimates when data are limited while simultaneously providing a mechanism for estimating uncertainty in rate estimates — uncertainty that can be seamlessly propagated into estimates such as age-standardized rates and rate ratios. That said, a key drawback of Bayesian methods is their tendency to rely on computationally burdensome Markov chain Monte Carlo (MCMC) methods.

The objective of this analysis was to illustrate 2 Bayesian approaches for estimating county-level mortality rates, by using heart disease mortality data from 1980 obtained from CDC WONDER (18), and to compare these results with those generated by the approach of Tiwari et al (8). In particular, we used a simple, nonspatial Bayesian model, which produces estimates similar to those from Tiwari et al (8), along with a more complex Bayesian model that accounts for spatial and between-age sources of dependence.

Methods

The study population for this analysis included all residents of the contiguous United States aged 35 or older during 1980. These data have multiple advantages. Because these data were collected before CDC’s suppression guidelines (2) went into effect, the public-use data are complete and free of suppression. Furthermore, because county definitions changed in several ways during the 1980s, the choice of data from 1980 allowed use of readily available shapefiles from the US Census Bureau for the \( I = 3,109 \) counties (or county equivalents) in the contiguous United States. To replicate the analysis of Tiwari et al (8), the data were separated into \( K = 6 \) groups: those aged 35 to 44, 45 to 54, 55 to 64, 65 to 74, 75 to 84, and 85 or older. Annual counts of heart disease–related deaths per county per age-group were obtained via CDC WONDER (18) and were defined as those for which the underlying cause of death was “diseases of the heart” according to the In-
International Classification of Diseases, Ninth Revision (codes 390–398, 402, 404–429). Of the more than 18,000 counts in this data set, nearly half were fewer than 10.

**Statistical model**

Recall that \( y_{ik} \) and \( n_{ik} \) denote the number of deaths and the population size in age group \( k \) in county \( i \). To model these data, we considered 2 approaches: a simple Poisson-gamma model and a multivariate spatial Bayesian model. Although the former illustrates how a Bayesian model with weakly informative priors can produce estimates similar to those obtained directly from the raw data — but with accurate uncertainty measures — the latter illustrates how Bayesian models can incorporate complex dependence structures to produce more reliable estimates. A formal definition of what constitutes a “reliable” rate and the implications of this definition are provided in the Web Appendix (https://sites.google.com/site/harryq/wonder). Because of the complexity of Bayesian models, the Web Appendix also provides technical details on the methods described in this article and includes R (19) and WinBUGS (20) code.

**Poisson-gamma model**

Following the advice of Brillinger (21), we assumed

\[
y_{ik} | \lambda_{ik} \sim \text{Pois}(n_{ik} \lambda_{ik}) \quad (\text{Equation 2})
\]

for \( i = 1, \ldots, I \) and \( k = 1, \ldots, K \). Because we wished to fit Equation 2 using a Bayesian framework, we had to specify a prior distribution for each \( \lambda_{ik} \). A convenient choice was to let

\[
\lambda_{ik} \sim \text{Gam}(y_{ik}, n_{ik}) \quad (\text{Equation 3})
\]

As described in the Web Appendix, \( y_{si0k} \) can be interpreted as the prior number of events and \( n_{si0k} \) as the prior population size, thereby providing a mechanism for comparing the informativeness of the prior to the amount of information contained in the data. For example, a prior with \( n_{si0k} = 1,000 \) would contain the same amount of information as the data when \( n_{ik} = 1,000 \), and the posterior mean would be equal to the average of \( \lambda_{si0k} = y_{si0k} / n_{si0k} \) (the estimate from the prior) and \( \lambda_{ik} = y_{ik} / n_{ik} \) (the estimate from the data). Here, we can take an empirical Bayesian approach by letting \( \lambda_{si0k} = \lambda_{si0k} \) from Equation 1 and defining the informativeness of the prior to be such that

\[
\sum_k y_{si0k} = 6 \quad \text{for all states under the restriction that the } n_{si0k} = y_{si0k} / \lambda_{si0k} \text{parameters respect the age distribution in the United States. To better accommodate low rates among the younger age groups, which produce a preponderance of zero counts, we modified the prior in Equation 3 based on the suggestion of Kerrman (22) by letting}
\]

\[
\lambda_{ik} \sim \text{Gam}(y_{si0k} + 1/3, n_{si0k}) \quad (\text{Equation 4})
\]

This prior specification can be considered relatively noninformative because 96.4% of US counties had more than \( \sum_k y_{si0k} + 1/3 = 8 \) heart disease–related deaths in 1980. A more complete discussion of this model is provided in the Web Appendix.

**Multivariate conditional autoregressive model**

Although the prior specification in Equation 4 is a convenient choice, it does not take full advantage of the possibilities of Bayesian modeling. In particular, Equation 4 does not account for spatial relationships or the relationships between different age groups. To allow for such structures to be included in the model, we considered Poisson regression models, where

\[
\log \lambda_{ik} = x_{ik}^T \beta_k + \theta_{ik} \quad (\text{Equation 5})
\]

Here, \( x_{ik} \) denotes a vector of county-specific covariates with corresponding age-specific regression coefficients, \( \beta_k \); for example, including state-level effects could help account for important health policy differences across state lines. For this analysis, we simply assumed \( x_{ik}^T \beta_k = \beta_{0k} \); that is, a model with age-specific intercept parameters. To account for spatial and between-age sources of dependence, we first followed the approach of Besag et al (17) and defined \( \theta_{ik} = z_{ik} + q_{ik} \), where \( z_{ik} \) accounts for spatial structure within each age-group and \( q_{ik} \) denotes an exchangeable (ie, nonspatial) random effect. More specifically, the conditional autoregressive (CAR) model of Besag et al (17) imposes spatial structure by shrinking each \( z_{ik} \) toward the values in neighboring counties (ie, counties that share a border), whereas the strength of this shrinkage is controlled by the number of neighboring counties.

Although the CAR model is a powerful tool for analyzing spatial data, it does not account for possible correlation between the multiple age groups. To account for this, we instead considered a multivariate extension of the CAR model: the multivariate CAR (MCAR) model of Gelfand and Vounatsou (23). As with the CAR model, the MCAR shrinks estimates toward their neighboring values; unlike the CAR model, however, the MCAR explicitly models the between-group correlation in the data and leverages these correlations to produce more precise age-specific rate estimates. MCAR models were used recently to model spatially referenced survival times in cancer data (24), temporal trends in county-level asthma hospitalization rates (25), temporal trends in heart disease mortality by race and sex (26), and temporal trends in age-specific stroke mortality (27), among many other applications. Full details, including a discussion of the prior distributions used, are provided in the Web Appendix.
Bayesian inference

Fitting the models in Equation 4 or Equation 5 while accounting for the suppression of counts fewer than 10 requires the use of MCMC algorithms. Because of the reliance on MCMC, inference from these Bayesian models is based on samples generated from the posterior distribution — for example, $\lambda_{lk}^{(l)}$ for $l = 1, \ldots, L$, where $L$ denotes the number of samples. These samples can then be used to compute quantities such as the age-standardized mortality rate:

$$\lambda_t = \sum_k \pi_k \lambda_{lk}^{(l)}$$

where $\pi_k$ denotes a prespecified standard age distribution (eg, based on the 2010 US standard population). To summarize the posterior distribution, it is common to use the posterior median and the 95% credible interval (constructed from the 2.5 and 97.5 percentiles of the posterior samples and analogous to classical 95% confidence intervals).

Comparison of approaches

To compare the various estimation approaches, we first considered simple correlations between the estimates and the rates obtained from the complete data (as considered by Tiwari et al [8]) and correlations between the age-standardized rates and the age-specific rates. The goal of these comparisons was not to demonstrate whether one approach is superior to another but rather to demonstrate the degree to which the approaches are similar to one another. In addition, we also compared the 2 Bayesian approaches by using the deviance information criterion (DIC) (28), which uses the posterior samples to produce a measure that is a compromise between model fit (denoted by $D$) and model complexity, $p_D$. In particular, $p_D$ is often interpreted as the effective number of parameters in the model. Additional details on DIC, including a discussion of its use with censored data, are provided in the Web Appendix.

Creation of maps

Maps were created by using the R statistical software (The R Foundation). Code is available in step 6 of the walkthrough in the Web Appendix (https://sites.google.com/site/harryq/wonder).

Results

The maps of the age-standardized rates generated from the raw data (Figure 1A) and the maps generated by the Poisson-gamma model (Figure 1C) have strong similarities, while artifacts of substituting state-wide averages for suppressed counts based on the approach of Tiwari et al (8) lead to elevated estimates in many rural counties in the upper Midwest (Figure 1B). In contrast, the map of the estimates from the MCAR model (Figure 1D) preserves the overall trends in the data while producing significantly smoother rate estimates.

The correlation results (Table 1) largely support this assessment. The Poisson-gamma approach produced age-standardized rate estimates that were the most highly correlated with the true rates, although the estimates obtained by using the substitution approach of Tiwari et al (8) had nearly an identical correlation. These 2 approaches differed in age-specific rate estimates. In particular, although the Poisson-gamma approach appeared to struggle for adults aged 35 to 44 — producing estimates that were less correlated with the truth — it outperformed the substitution approach for all groups aged 55 or older. Figure 2, which displays the age-specific rate estimates for adults aged 35 to 44 and adults 85 or older, explains how this occurred. Here, although the approach of Tiwari et al (8) gave every suppressed county in each state the same rate (by design), the Poisson-gamma model tended to overestimate rate estimates for those aged 35 to 44. According to Kerman (22), this overestimation of rates when counts are very small was to be expected. Furthermore, unlike the approach of Tiwari et al (8), the Poisson-gamma model produced full posterior distributions for each age-specific rate estimate, thereby allowing quantification of the uncertainty in these estimates. (Figure B.3 in the Web Appendix illustrates how only 4.5% of estimates for those aged 35 to 44 and 42.8% of all age-specific rate estimates from the Poisson-
The Poisson-gamma model were deemed reliable.) When estimating rates for those 85 or older, the Poisson-gamma model permitted heterogeneity within states (Figure 2E); the inability to permit such heterogeneity is a key weakness of the approach of Tiwari et al (8). Further evaluation of the low age-specific correlations is provided in the Web Appendix (Figures B.1 and B.2).


Looking at the correlation results (Table 1) and the maps in Figure 1, one may wonder why we bother fitting the complex MCAR model. The DIC results (Table 2) explain why. Here, the MCAR model offered a model fit that is similar to the fit of the Poisson-gamma model (as measured by $\text{DIC}$) while doing so with far fewer “effective model parameters” ($p_D$). To understand how this can be, recall that each $\lambda_k$ in Equation 4 had its own independent prior distribution; that is, the Poisson-gamma model did not shrink the $\lambda_k$ toward each other, producing estimates of the ($p_D$) for older age groups that approach the full $I = 3,109$ number of parameters. In contrast, the MCAR model explicitly imposed dependence between its model parameters, resulting in estimates of the ($p_D$) that were nearly 80% less than those from the Poisson-gamma model (eg, 10,785 vs 2,307). In addition, the estimates produced by the MCAR model were more precise (Web Appendix), and the smooth geographic patterns in Figure 1D, Figure 2C, and Figure 2F may provide clearer insight into the underlying trends in heart disease mortality.

Discussion

This analysis highlighted some of the benefits of using Bayesian methods to account for left-censored data like those encountered in CDC WONDER. Although the Poisson-gamma model is a relatively simple approach, models (such as the MCAR model) that explicitly account for multivariate spatial dependence structures can lead to better inference by leveraging other sources of information to produce more reliable estimates.

The strengths of the MCAR model described in this analysis extend beyond modeling censored data to the broader field of small area estimation. As alluded to in the discussion of Equation 5, many benefits are associated with using the MCAR model in conjunction with covariate information when modeling chronic disease outcomes. Combining covariate information with spatial structure can produce more reliable estimates of the rates themselves, which is beneficial for disease surveillance, while simultaneously conducting inference on the potential risk factors that are included as covariates. When the covariates in the analysis are themselves spatially structured, it can be unclear if the covariate is effecting change in the outcome or vice versa, or if an unmeasured spatial confounder is influencing both the covariate and the outcome. In these settings, including a spatial random effect can lead to a phenomenon referred to as “spatial confounding” (29) and increase the standard errors associated with these covariates. Although the notion of spatial confounding has historically been considered a drawback of spatial models (29), others have argued (30) that inference from such models can help protect against type I error (ie, incorrectly rejecting the null hypothesis).

Finally, although we analyzed age-specific heart disease mortality as an illustration, the MCAR model is also well suited for analyzing rarer event data via its ability to jointly model multiple outcomes. This analysis leveraged information from older age groups with higher death counts to produce more reliable estimates for those aged 35 to 44. Similarly, one could jointly model a chronic disease outcome for multiple race/ethnicities, exploiting the shared factors that may lead to increased rates for non-Hispanic white persons and racial/ethnic minorities alike. Alternatively, one could use MCAR models to simultaneously analyze multiple chronic disease outcomes with similar etiologies to improve the reliability of all estimates.

Although the suppression of data creates an obstacle to conducting chronic disease surveillance, Bayesian statistical methods such as those described in this analysis can overcome these challenges while also producing more reliable estimates with valid uncertainty measures. By illustrating the benefits of and providing code...
for their implementation, we hope to ease the burden of using Bayesian models and broaden their application to censored data sets available from sources like CDC WONDER, thereby improving the inference made from public-use data.
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### Table 1. Comparison of the Correlation Results of 3 Estimation Approaches, Analysis of County-Level Mortality Rates Using Highly Censored Data From CDC WONDER

<table>
<thead>
<tr>
<th>Approach</th>
<th>35–44</th>
<th>45–54</th>
<th>55–64</th>
<th>65–74</th>
<th>75–84</th>
<th>≥85</th>
<th>Age-Standardized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiwari et al (8)</td>
<td>0.15</td>
<td>0.73</td>
<td>0.16</td>
<td>0.07</td>
<td>−0.01</td>
<td>0.08</td>
<td>0.73</td>
</tr>
<tr>
<td>Poisson-gamma</td>
<td>0.09</td>
<td>0.74</td>
<td>0.23</td>
<td>0.25</td>
<td>0.24</td>
<td>0.27</td>
<td>0.74</td>
</tr>
<tr>
<td>Multivariate conditional autoregressive model</td>
<td>0.15</td>
<td>0.65</td>
<td>0.18</td>
<td>0.15</td>
<td>0.05</td>
<td>0.14</td>
<td>0.65</td>
</tr>
</tbody>
</table>

*Age-standardized correlation results were based on all 3,109 US counties, whereas age-specific correlation results were based only on the suppressed counties (counties with counts <10). Data source: Centers for Disease Control and Prevention (18).*
Table 2. Comparison of the Deviance Information Criterion Results of 3 Estimation Approaches, Analysis of County-Level Mortality Rates Using Highly Censored Data From CDC WONDER.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Age Group</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>35–44</td>
<td>45–54</td>
<td>55–64</td>
<td>65–74</td>
<td>75–84</td>
<td>≥85</td>
</tr>
<tr>
<td>Poisson-gamma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIC</td>
<td>2,204</td>
<td>6,108</td>
<td>12,393</td>
<td>17,866</td>
<td>19,005</td>
<td>16,956</td>
<td>74,533</td>
</tr>
<tr>
<td>$\bar{D}$</td>
<td>1,663</td>
<td>5,006</td>
<td>10,509</td>
<td>15,447</td>
<td>16,506</td>
<td>14,616</td>
<td>63,748</td>
</tr>
<tr>
<td>$p_D$</td>
<td>542</td>
<td>1,102</td>
<td>1,884</td>
<td>2,419</td>
<td>2,499</td>
<td>2,339</td>
<td>10,785</td>
</tr>
<tr>
<td>Multivariate conditional autoregressive model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIC</td>
<td>1,558</td>
<td>5,242</td>
<td>11,245</td>
<td>16,201</td>
<td>17,417</td>
<td>15,904</td>
<td>67,568</td>
</tr>
<tr>
<td>$\bar{D}$</td>
<td>1,478</td>
<td>5,030</td>
<td>10,842</td>
<td>15,743</td>
<td>16,887</td>
<td>15,281</td>
<td>65,260</td>
</tr>
<tr>
<td>$p_D$</td>
<td>80</td>
<td>213</td>
<td>403</td>
<td>458</td>
<td>530</td>
<td>624</td>
<td>2,307</td>
</tr>
</tbody>
</table>

$^a$ Spiegelhalter et al (28).

$^b$ Where $\bar{D}$ is a measure of model fit (lower is better), $p_D$ is a measure of model complexity (lower indicating fewer effective model parameters), and $DIC = \bar{D} + p_D$. Data source: Centers for Disease Control and Prevention (18).
The Rate Stabilizing Tool: Generating Stable Local-Level Measures of Chronic Disease
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Summary
What is already known on this topic?
Existing methods of generating small area estimates often require advanced statistical knowledge, programming and coding skills, and extensive computing power.

What is added by this report?
We created an ArcGIS Tool — the Rate Stabilizing Tool (RST) — that produces age-adjusted rate estimates from record-level data and indicates which rates should be considered statistically reliable. This tool is particularly important for generating estimates when the population size or the number of events is small. With the RST, estimates can be generated for a wide range of geographic units, including subcounty levels.

What are the implications for public health practice?
With its ease of use, the RST addresses the need to produce stable local estimates of chronic disease measures to improve chronic disease surveillance, prevention, and treatment.

Abstract
Accurate and precise estimates of local-level epidemiologic measures are critical to informing policy and program decisions, but they often require advanced statistical knowledge, programming/coding skills, and extensive computing power. In response, we developed the Rate Stabilizing Tool (RST), an ArcGIS-based tool that enables users to input their own record-level data to generate more reliable age-standardized measures of chronic disease (e.g., prevalence rates, mortality rates) or other population health outcomes at the county or census tract levels. The RST uses 2 forms of empirical Bayesian modeling (nonspatial and spatial) to estimate age-standardized rates and 95% credible intervals for user-specified geographic units. The RST also provides indicators of the reliability of point estimates. In addition to reviewing the RST’s statistical techniques, we present results from a simulation study that illustrates the key benefit of smoothing. We demonstrate the dramatic reduction in root mean-squared error (RMSE), indicating a better compromise between accuracy and stability for both smoothing approaches relative to the unsmoothed estimates. Finally, we provide an example of the RST’s use. This example uses heart disease mortality data for North Carolina census tracts to map the RST output, including reliability of estimates, and demonstrates a subsequent statistical test.

Introduction
Public health professionals are increasingly using spatial analysis and geographic information systems (GIS) to document and address geographic disparities in the burden of chronic disease (1–8). Maps of local-level disparities in chronic disease morbidity, mortality, risk factors, and treatments are critical to informing policy and program decisions and enhancing partnerships to address the disparities (9–12). One important component in the use of GIS for chronic disease prevention and health promotion is the availability of data at the local level (e.g., county, census tract) that yield stable estimates that are both accurate and precise. Here, our focus is the ability to produce stable event rates (e.g., death rates), which depend primarily on the number of events that occur in a place of interest for a designated period. These event counts in turn depend on the prevalence or incidence of the event and the population size. In general, the smaller the population size, the smaller the event counts and the greater the instability in population measures of chronic disease. In particular, small counts are often encountered when analyzing small geographic areas (e.g., census tracts) or examining population subgroups (e.g., race/ethnicity, sex) or sparsely populated regions (e.g., rural areas). In this article, we use the term “small area” to refer to areas for which the
data alone do not provide stable estimates for a given population measure, regardless of the physical size of the geographic area itself.

Recent advances in computing and in the field of small-area estimation — specifically Bayesian methods (13–17) — have provided avenues for generating more reliable local-level population measures of chronic disease when the number of events are small. In particular, these approaches often involve smoothing observed rates toward a common mean (eg, the national average) or toward neighboring values. However, these methods typically require knowledge of advanced statistics, programming/coding skills, and extensive computing power — resources that may be challenging to obtain for many public health professionals in need of stable small-area estimates.

In response to the need for local-level measures of chronic disease and recognizing the challenges that often exist in generating reliable estimates, we developed the Rate Stabilizing Tool (RST). The RST is an ArcGIS-based tool that enables users to input their own record-level data to generate more reliable age-standardized measures of chronic disease (eg, prevalence, rates) or other population health outcomes at the local level. Bayesian modeling techniques are built into the tool, enabling users to better evaluate measures of statistical uncertainty for each population subgroup and locale.

In this article, we describe the statistical techniques that are built into the Rate Stabilizing Tool, review the results from a simulation study, provide an overview for how to use the RST, and discuss its strengths and limitations. Files needed to install the RST and detailed instructions are available at https://www.cdc.gov/dhdsp/maps/gisx/rst.html. Statistical and technical details of the Rate Stabilizing Tool are available in a Web Appendix (https://sites.google.com/site/harryq rst).

Statistical Techniques of the Rate Stabilizing Tool

Bayesian modeling

The Rate Stabilizing Tool employs Bayesian modeling techniques to generate local-level estimates of the prevalence of chronic disease (or other outcomes). These estimates are more stable than those generated by conventional methods. Bayesian modeling techniques are used because 1) they are well-equipped to maximize the information gained from available data in situations where data are sparse, thereby yielding estimates with greater precision than crude estimates, and 2) they generate accompanying measures of uncertainty, the benefits of which will be discussed shortly. Bayesian methods generate estimates by combining information from the observed data (via the likelihood [ie, the distribution of

the observed data given various model parameters]) and so-called prior information (often expressed in the form of model structure [eg, spatial correlation]). The result of this combination is referred to as the posterior distribution. From the posterior distribution, we can then generate summaries such as the mean and 95% credible interval (the Bayesian equivalent of classical confidence intervals) for each of the region-specific rate estimates and make statistical comparisons with other values. An extended introduction to Bayesian methods is available in the Web Appendix; a more thorough introduction to Bayesian methods can be found in the text by Carlin and Louis (18).

Two forms of Bayesian modeling are incorporated into the RST — a nonspatial approach and a spatial approach. In the nonspatial approach, local-level rates are smoothed toward the observed rate from the overarching spatial domain (eg, the rate for a selected state). In contrast, the spatial approach smooths each local-level rate toward the crude rate of the combined neighboring geographic units (and is similar to the approach of Clayton and Kaldor [17]). Complete details on these approaches, including justifications for the selected likelihood and prior distributions and derivations of the posterior distributions, are available in the Web Appendix.

Age-standardization of local-level rates

Age-standardization of local-level chronic disease rates is important because differences in age-distributions across regions can contribute to stark differences in measures of the burden of chronic disease, even if the underlying rates in each age-group are comparable. Generally speaking, age-standardized rates for a given region are obtained by computing the weighted average of the region’s age-specific rates, where the weights used are based on the age distribution of a standard population (eg, the 2010 US standard [19,20]). Directly using these age-specific rates poses challenges, however, because crude estimates of these rates are often based on small counts. Not only can these small counts lead to age-specific rate estimates that are unstable, but the instability in the age-specific rates can seep into the age-standardized estimates. As such, a key feature of the RST is that we first obtain smoothed estimates of the age-specific rates by using one of the aforementioned Bayesian methods, and then these smoothed age-specific rates are used to compute the age-standardized rates for each region. This process allows the uncertainty in the smoothed age-specific rates to propagate through to the age-standardized rates; in contrast, estimates of the age-standardized rates based solely on the data may require complex equations to approximate these variance estimates (21,22).
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Simulation Study

We conducted a simulation study to compare smoothed age-standardized rates (both spatial and nonspatial smoothing) with unsmoothed age-standardized rates to demonstrate the RST’s effectiveness. The simulation study was based on heart disease death data from US counties for 1979–1988 and multiple age groups (35–44, 45–54, 55–64, 65–74, 75–84, and ≥85) obtained from CDC WONDER (23). From these data, we calculated an estimate of the age-group–specific mortality rate for each county; these are henceforth considered the “true rates” and were used to generate 100 data sets of simulated death count. We then analyzed the simulated death data by using the spatial and nonspatial smoothing methods of the RST and compared the estimates from the RST to the unsmoothed age-standardized mortality rates. We compared estimates from all 3 approaches by using root mean square error (rMSE), a measure that combines the bias of an estimate and its variance, and we estimated coverage probabilities (ie, the proportion of the 95% credible interval that contains the true rates) for both smoothing approaches. Complete details of the simulation study are available in the Web Appendix.

Figure 1 compares the rMSE of the age-standardized rate estimates from the spatial and nonspatial smoothing approaches with the rMSE of the unsmoothed rates, where a lower rMSE indicates better compromise between accuracy (ie, bias) and stability (ie, variance). Here, we see the key benefit of smoothing, namely a dramatic reduction in the rMSE for both smoothing approaches when compared with the unsmoothed estimates. A comparison of the age-standardized and age-group specific estimates from the 2 smoothing approaches shows only minor differences. A more thorough comparison of these 2 approaches, including maps of the rMSEs of the age-group specific and the age-standardized rates, can be found in the Web Appendix. In addition to improvements in rMSE, both smoothing approaches achieved coverage probabilities approximately equal to 0.95 as desired (ie, the 95% credible intervals contain the true values approximately 95% of the time).

An Overview of How to Use the Rate Stabilizing Tool (RST)

The RST operates as a set of tools within an ArcToolbox toolset; no installation or administrative privileges are required to run this tool. After inputting individual-level data into ArcGIS, users specify their desired age structure, and then the RST produces 3 sets of age-standardized rates: unsmoothed; nonspatially smoothed; and spatially smoothed. The RST also generates 95% credible intervals and alerts on the reliability of each smoothed rate estimate. An overview of the use of the tool is as follows:

1. Input individual-level data. The user loads a table where each record represents a single event (eg, death) and contains the individual’s age and a geographic identifier (eg, census tract, county).

2. Choose age structure. The user then selects age groups that will be used for age-standardization. For age standardization, the RST connects to the US Census Data web API (https://census.gov/data/developers/data-sets/acs-5year.html) and downloads the age-specific population sizes for each census geography of interest, along with the age distribution for the US standard population.

3. Import US Census areal unit boundary definitions (24) (eg, a shapefile) for map creation and spatial smoothing. In addition to facilitating the creation of maps, the tool will use the boundary definitions to create a neighborhood dictionary for the geographic units in the spatial domain. The neighborhood dictionary is required for RST’s spatial smoothing approach. This dictionary de-
scribes which geographic units are adjacent to one another, thus defining the neighbor pairs. Once constructed, the neighborhood dictionary is saved and can be re-used for future analyses with the same shapefile.

4. **Examine and evaluate the output.** The RST generates an output text file, with one record for each geographic unit. Each record contains the following information:

- Age-standardized rate, unsmoothed
- Age-standardized rate, smoothed (nonspatial) and corresponding 95% credible intervals
- Age-standardized rate, smoothed (spatial) and corresponding 95% credible intervals

In addition to providing rate estimates and 95% CIs, the RST also provides an alert when the estimate for a given geographic unit is deemed unreliable (ie, when the width of the 95% credible interval is larger than the estimate). The RST generates 3 types of alerts:

- Unreliable nonspatial Bayesian estimate, when the nonspatial Bayesian estimate is not reliable for a given geographic unit;
- Unreliable spatial Bayesian estimate, when the spatial Bayesian estimate is not reliable for a given geographic unit; and
- Unreliable estimate, when neither of the Bayesian estimates are reliable for a given geographic unit.

5. **Mapping the results.** After evaluating the output from the RST and deciding which values are appropriate to display on a map, users can create maps by joining the output from the RST to their US Census areal unit boundary definition shapefile for the area of interest. Users can easily make maps comparing the display of the 3 types of rates generated by the RST.

6. **Using the tool: an example.** To illustrate the use of the RST, we analyzed data on heart disease deaths in Charlotte, North Carolina, for 2006–2011. We used the RST to age standardize the mortality rates to the 4 age groups (0–34, 35–44, 45–64, and ≥65 y) and generated heart disease mortality rates at the census tract level. We obtained shapefiles corresponding to these boundaries from 2010 US Census Topologically Integrated Geographic Encoding and Referencing reference files. These boundaries were used in the RST’s spatial Bayesian smoothing approach.

The map on the left side of Figure 2A displays unsmoothed age-standardized heart disease mortality rates in Charlotte and the surrounding area. Although this map highlights census tracts with high and low observed mortality rates, it obscures the degree of statistical uncertainty in these rates. For example, if a priority is to target public health interventions to areas with elevated rates, how would one differentiate between census tracts with truly high rates and census tracts with high rates that are unreliable because of small population sizes? To address this challenge, we mapped the smoothed rates (nonspatially smoothed and spatially smoothed) and found census tracts with unreliable mortality rates (2 maps on right side of Figure 2A). These 2 maps indicate that the rates for many of the census tracts are unreliable (33.4% with nonspatial smoothing and 34.1% with spatial smoothing) and should be considered with caution.

An additional way to use the information on statistical uncertainty generated by the RST is to compare the rate for each census tract to a regional standard. The maps in Figure 2B display census tracts that have age-standardized heart disease death rates that are significantly higher or significantly lower than the regional average rate based on the 95% credible intervals generated by the RST for spatially and nonspatially smoothed rates. Census tracts where the 95% credible intervals do not include the mean rate for the region were classified as having rates that are significantly higher or significantly lower than the rate for the region. For several census tracts — such as those in the southern part of the Charlotte,
North Carolina region (right side of Figure 2A) — the rates were determined to be unreliable because of the wide 95% credible intervals, but we can conclude that those rates are significantly below the regional average because the entire range of the 95% credible intervals is below the regional rate.

Strengths and Limitations

An important strength of the RST is that it combines 2 tasks — rate smoothing and age-standardization — into a single tool. By doing so, the RST avoids the potential pitfall of estimating age-standardized rates from extreme age-specific rates (eg, rates based on zero deaths). The RST overcomes this pitfall by first smoothing the age-specific rates, producing age-specific rates that are more reliable than those calculated directly from the data. By calculating the age-standardized rates on the basis of these smoothed rates, we can improve the stability of our estimates (Figure 1).

In addition to the ease-of-use attributable to combining these 2 tasks, the RST offers inferential improvements. We demonstrated through our simulation study that both approaches for computing smoothed age-standardized rates dramatically improve the quality of the estimates compared with the estimates generated solely from the observed data based on the rMSE. In addition, the RST provides 95% credible intervals for smoothed age-standardized rates: this is a notable strength given the complexity of producing uncertainty estimates when calculating age-standardized rates according to standard methods (21,22). Furthermore, the 95% credible intervals produced by the RST yield coverage probabilities (ie, the probability that the 95% credible interval contains the true value) near the desired 0.95 for both the age-specific and the age-standardized rate estimates. This indicates that convenience of the RST does not compromise statistical validity.

This version of the RST has several limitations. First, although many public-use data sets consist of aggregate, tabular data that comprise the number of events and the population sizes stratified by geographic unit and age group, the RST is designed only to analyze record-level data. To mitigate this limitation, we developed instructions to generate synthetic individual-level data from a table of aggregate data. Future iterations of the tool will allow users to import record-level or tabular data directly. In addition to added flexibility, future updates to the tool will facilitate the analysis of public-use data sets from sources such as CDC WONDER, which are subject to various privacy protections that result in data suppression (eg, CDC WONDER suppresses counts of ≤9 to protect data privacy [25]); ignoring (or inappropriately accounting for) these protective measures may result in biased rate estimates (26). After this functionality is added, the RST will be able to seamlessly account for such privacy protections to produce rate estimates for small areas that are both reliable and valid; Quick et al (27) explained how this can be done. The RST is also not currently equipped to analyze survey data, where accommodating sample sizes and survey weights adds layers of complexity that must be carefully considered.

A final limitation of the RST is that it relies on empirical Bayesian methods rather than fully Bayesian methods. The approaches used by the RST smooth toward estimates determined by the data and the degree of smoothing is predetermined. In contrast, a fully Bayesian approach would include prior distributions on the values each region is smoothed toward and the degree of smoothing, thereby learning from the data what each region should be smoothed toward and how strong the smoothing should be. The conditional autoregressive model of Besag et al (13) is a popular approach for this type of analysis. Unfortunately, fully Bayesian methods have one key drawback: computational burden. In particular, fully Bayesian models are typically fitted by using complex Markov chain Monte Carlo algorithms that must be run until convergence has been achieved. That is, the algorithm needs to iteratively learn about each of the model parameters until their estimates stabilize, a process which often requires thousands of iterations and can take minutes or hours to complete depending on the size of the data set. Because convergence is often diagnosed visually, designing the RST to diagnose convergence in an automated and efficient fashion is much more challenging. Despite these computational challenges, however, the inferential benefits of fully Bayesian models necessitate their consideration in future iterations of the RST.

Conclusion

The Rate Stabilizing Tool is an add-on tool for ArcGIS that produces accurate and precise estimates of event rates for geographic areas with small population sizes or small counts. The RST imports record-level event data and uses an empirical Bayesian model to estimate age-standardized rates and 95% credible intervals for user-specified geographic units. In addition, users are alerted if a point estimate is deemed unreliable for a given geographic unit. With its ease of use, the RST addresses the need to produce stable local estimates of chronic disease measures to improve chronic disease surveillance, prevention, and treatment.
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Maps A and B compare rates of asthma-related housing complaints and rates of asthma-related emergency department encounters, by small-area boundaries, Salt Lake County, Utah, 2012–2014. Map C depicts hot spots of asthma-related housing complaints that were identified in north-central Salt Lake County, Utah, January 1, 2012, through April 30, 2017.
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Background

The prevalence of asthma is high in Salt Lake County, Utah; 9.5% of adults aged 18 years or older (1) and 6.7% of children and adolescents aged 0 to 17 years have asthma (2). On average, 1,800 adults and 1,200 children visit an emergency department (ED) (3) and 400 adults and 400 children are hospitalized (4) with a primary diagnosis of asthma each year.

In 2015, the Utah Asthma Program and partners from the Utah Asthma Task Force developed the Utah Asthma Home Visiting Program (UAHVP). This program serves families with uncontrolled asthma and is only available in Salt Lake and Utah counties (5). The Salt Lake County Health Department (SLCoHD) collaborated with the Utah Asthma Program to explore using recent and up-to-date housing complaint data to more efficiently target the UAHVP. Currently, the UAHVP is targeted in areas by using ED data, which have a reporting lag time of several years. In comparison, housing complaint data are collected in real time and readily accessible from the SLCoHD Environmental Health Division.

The goals of this project were to retrospectively identify asthma-related housing complaints, geocode these complaints, assess their relationship to the rate of asthma ED encounters, and analyze emerging hot spots (6). Our findings demonstrate the potential of using asthma-related housing complaints as a current, proxy data source for measuring asthma burden and of analyzing emerging hot spots to target or expand the UAHVP. Next steps include investigating factors that explain the spatial pattern of asthma-related housing complaints. If the pattern can be explained by factors addressed in the UAHVP or by participating partners, such as Green and Healthy Homes, a national initiative to create safe and healthy homes for low-income families, the findings would provide additional support for the use of these data and methods to guide program decisions.

Methods

Housing complaints reported to the SLCoHD Environmental Health Division from January 1, 2012, to April 30, 2017, were manually reviewed and categorized as asthma-related if the complaint described an asthma trigger defined by the Centers for Disease Control and Prevention (CDC) (eg, smoke, mites, mold, pets, cockroaches, rodents, strong odors, cigarettes, birds, pollution) (6). The final data set included 1,959 asthma-related housing complaints. Geocoding and spatial analyses were performed by using ArcGIS Pro 2.0 (Esri). Ninety-nine percent of complaints were geocoded with a match score of 90 or higher, aggregated to a small area as defined by the Utah Department of Health (7), and used to calculate and map crude incidence rates.

Crude rates of asthma ED encounters from 2012 through 2014 were mapped by Utah small area and compared visually with crude rates of asthma-related housing complaints from 2012 through 2014 (8). The Pearson correlation coefficient between rates was calculated by using Microsoft Excel (Microsoft Corp) to determine the strength of the relationship.

We analyzed emerging hot spots (9) of asthma-related housing complaints by aggregating cases into space-time cubes of 6 months and 5,500 feet and evaluating trends over time by using a neighborhood distance of 11,000 feet and a time-step interval of 2. The appropriate distance band for the space-time cube was determined by plotting global Moran’s I z-scores from spatial autocorrelation analysis using 1,000-foot intervals from 1,000 to 20,000 feet and identifying the distance with the highest z-score peak (5,500 feet).

Findings

Visual comparison suggested that the rate of asthma-related housing complaints was positively correlated with the rate of asthma ED encounters by small area. Correlation analysis supported this finding and indicated a strong positive relationship (r = 0.77). Analysis of emerging hot spots of asthma-related housing complaints identified consecutive, intensifying, and persistent hot spots in communities of north central Salt Lake County. These hot spots may reflect communities with older housing that may benefit from the resources provided by the UAHVP.

Action

Our findings demonstrate the potential of using asthma-related housing complaints as a current, proxy data source for measuring asthma burden and of analyzing emerging hot spots to target or expand the UAHVP. Next steps include investigating factors that explain the spatial pattern of asthma-related housing complaints. If the pattern can be explained by factors addressed in the UAHVP or by participating partners, such as Green and Healthy Homes, a national initiative to create safe and healthy homes for low-income families, the findings would provide additional support for the use of these data and methods to guide program decisions. Further exploratory work could investigate the types, number, and causes of asthma triggers occurring in hot spots, which could be useful for measuring severity and customizing asthma control strategies in neighborhoods.

This project had several limitations. First, we could not confirm that the positive relationship of asthma-related housing complaints with asthma ED encounters existed in recent years because we lacked recent data on ED encounters. Second, housing complaints are reported predominantly by renters, so asthma-related housing issues that may exist for homeowners were not captured. Third, the high rates of asthma ED encounters were likely influenced by the underlying spatial distribution of social determinants that contribute to asthma burden, such as low household income and barriers to health care access.
Acknowledgments

Maps were created by the SLCoHD Epidemiology Bureau in conjunction with the offices of Salt Lake county assessor, clerk, surveyor, recorder and mayor. The work of Jiyoung Byun and Jenny Robertson was financially supported by Salt Lake County Health Fund tax revenue; the work of Sophie McDonnell was funded by the CDC Comprehensive Asthma Control Through Evidence-Based Strategies and Public Health, Health Care Collaboration grant, CFDA number 93.070, via monies passed through the Utah Department of Health. We thank Holly Uphold, PhD, in the Utah Asthma Program for idea conception and guidance. Sophie McDonnell is now with the Bureau of Health Promotion, Utah Department of Health, Salt Lake City, Utah.

Author Information

Corresponding Author: Jenny Robertson, MSPH, Epidemiology Bureau, Salt Lake County Health Department, 610 S 200 E, Salt Lake City, UT 84111. Telephone: 385-468-4203. Email: JRobertson@slco.org.

Author Affiliations: 1Epidemiology Bureau, Salt Lake County Health Department, Salt Lake City, Utah. 2Health Promotion Bureau, Salt Lake County Health Department, West Jordan, Utah.

References
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Abstract

Introduction

In 2015, Idaho had the fifth highest suicide rate in the United States. Little is known about the characteristics of areas in Idaho with high suicide rates. To aid suicide prevention efforts in the state, we sought to identify and characterize spatial clusters of suicide.

Methods

We obtained population data from the 2010 US Census and the 2010–2014 American Community Survey, analyzed data on suicides from death certificates, and used a discrete Poisson model in SaTScan to identify spatial clusters of suicide. We used logistic regression to examine associations between suicide clustering and population characteristics.

Results

We found 2 clusters of suicide during 2010–2014 that accounted for 70 (4.7%) of 1,501 suicides in Idaho. Areas within clusters were positively associated with the following population characteristics: median age ≤31.1 years versus >31.1 years (multivariable-adjusted odds ratio [aOR] = 2.4; 95% confidence interval [CI], 1.04–5.6), >53% female vs ≤53% female (aOR = 2.7; 95% CI, 1.3–5.8; P = .01), >1% American Indian/Alaska Native vs ≤1% American Indian/Alaska Native (aOR = 2.9; 95% CI, 1.4–6.3), and >30% never married vs ≤30% never married (aOR = 3.4; 95% CI, 1.5–8.0; P = .004).

Conclusion

Idaho suicide prevention programs should consider using results to target prevention efforts to communities with disproportionately high suicide rates.
Suicide rates vary in the United States by geographic location. During 2011–2015, the age-adjusted suicide rate was higher in the West than in the Northeast (14.0 per 100,000 population [West census region] vs 9.8 per 100,000 population [Northeast census region]) (1). Although suicide rates increased across all levels of urbanization in the United States during 1999–2015, rates were higher in urban areas than in rural areas (4). Because geographic differences are not fully explained by demographic patterns (5), they could be attributed to other factors, such as lack of access or poor access to quality mental health care, low socioeconomic status, and weak social cohesion in areas with high suicide rates (6–8). Increased access to lethal means could be another explanatory factor in areas with higher suicide rates (9).

A comprehensive public health approach to suicide prevention, in contrast to an approach that focuses on mental health treatment, can address multiple risk factors across the lifespan (10). Although a public health suicide prevention approach is warranted in communities nationwide (10), it is essential to focus on communities with disproportionately high suicide rates to eliminate geographic disparities and reduce suicide altogether (11,12). Furthermore, examination of suicide data at a fine-scale geographic level is needed to identify these communities for efficient planning and targeting effective prevention efforts, especially when resources are limited.

Several types of suicide clusters have been reported, including mass clusters, space–time clusters, and spatial clusters (13). Spatial cluster analysis has been used to identify communities with disproportionately high suicide rates, because spatial cluster analysis overcomes the “small numbers problem” (in which rates for areas with small populations have wider variability and less reliability than rates for areas with large populations) inherent in spatial analysis and allows for statistical assessment of rates across geographic units (14). A study in 2012 found 2 high-risk spatial clusters of suicide during 1999–2008 that comprised 15 of 120 counties in Kentucky (15). Another study, in 2017, found 24 high-risk spatial clusters of suicide during 2001–2010 that comprised 491 of 3,154 census tracts in Florida (16). Studies of suicide in Scotland, Australia, São Paulo, and Québec used the same methodology (17–20). To our knowledge, no study of suicide using spatial cluster analysis has been conducted in rural or western parts of the United States.

In Idaho, a northwestern rural state with a population of 1.7 million, suicide is a major public health problem (21). Idaho consistently ranks among the top 10 states with the highest suicide rates, with an age-adjusted suicide rate of 22.2 per 100,000 population, compared with 13.3 per 100,000 population nationally in 2015 (1). Eighteen of 44 counties in Idaho had an age-adjusted suicide rate of 22.0 per 100,000 population or more during 2010–2014 (21). However, these rates are likely unstable because of the small numbers problem (21). Because all of Idaho is federally designated as having a shortage of mental health providers (22), targeting Idaho communities with disproportionately high suicide rates at a more detailed level than the county level (because some counties are very large in area) is crucial. Therefore, we sought to identify and characterize areas with spatial clusters of suicide at the neighborhood level in Idaho. We examined whether there are geographic areas in Idaho that have statistically significant higher rates of suicide than expected, compared with other geographic areas in the state, and we explored their characteristics. For a complete representation of suicide in Idaho, we also described the epidemiology of residents who died by suicide.

Methods

We used a retrospective ecological study design to investigate suicides among Idaho residents during 2010–2014. We did not include suicides occurring in Idaho among out-of-state persons, because an objective of our study was to examine the characteristics of communities in which Idaho residents who died by suicide lived at the time of death. We used the census block group as a proxy for neighborhood. A census block group is a statistical division of a census tract that covers a contiguous area and generally has a population size of 600 to 3,000 people, whereas a census tract is a relatively permanent statistical subdivision of a county and generally has a population size of 1,200 to 8,000 people (23). Our study was deemed nonresearch public health practice by the Idaho Division of Public Health’s Research Determination Committee.

We obtained individual-level data on suicides from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics, and for the spatial cluster analysis, we aggregated data on suicides to census block group. Although some suicide reporting systems and research exclude suicides among persons younger than 10 years, we did not exclude any age group, in accordance with the standard practice in Idaho (21). We identified suicides by the established International Classification of Diseases, Tenth Revision, codes as follows: X60.0–X84.9, Y87.0, and U03.9 (24). Death certificates included information on sex, age, ethnicity, race, education, marital status, military status (based on the question “Ever in US Armed Forces?”), occupation, and mechanism of injury. We geocoded residential addresses from death certificates to obtain 15-digit census block group identifiers. We completed geocoding by using the Automated Geospatial Geocoding Interface Environment System (25). In total, 98.5% of residential addresses were matched to a census block group identifier; we excluded 23 suicides without a matched census block group identifier. We used
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census block group identifiers to merge suicide data with other data sources.

We obtained data on population estimates from the 2010 US Census and data on community characteristics from the 2010–2014 American Community Survey’s 5-year estimates (26). We measured the following community characteristics, suggested by previous studies (16–20), in proportions as appropriate: female; median age; American Indian or Alaska Native; Hispanic or Latino; persons never married; persons in single-parent families; persons with less than a high school education (ie, did not receive a regular high school diploma, GED, or alternative credential); unemployed persons, median household income; persons in poverty; persons in renter-occupied housing units; persons with disabilities; and persons with no health insurance. In addition to showing demographic patterns, these characteristics capture dimensions of social cohesion and economic deprivation that could be associated with suicide (16–20).

**Data analysis**

Using information from death certificates, we first calculated descriptive statistics of residents who died by suicide and stratified these data by sex. We used the Pearson $\chi^2$ test for categorical variables (or Fisher exact test for <5 expected cell counts) and $t$ tests for continuous variables. Next, we conducted spatial cluster analysis by using SaTScan version 9.4 (Martin Kulldorff and Information Management Services Inc), free software that uses scan statistics to identify clusters (27). We used the discrete Poisson model (28) to scan for nonoverlapping geographical areas (census block groups) with significantly high rates of suicide. In SaTScan, we used population size (default of 50% of the total population at risk) to specify the maximum spatial cluster size; circular spatial window shape, adjusted for sex and age distributions; and the default of 999 Monte Carlo replications. We selected the spatial clusters with $P < .10$ for the subsequent analyses.

We used logistic regression models to examine associations between community characteristics and suicide clustering. Suicide clustering was constructed as a binary outcome variable indicating whether a census block group belonged to a spatial cluster of suicide (with $P < .10$). To simplify interpretation and use of findings for a wider audience, we dichotomized each variable for community characteristics into high and low levels. Except for age and income, we constructed the variables to compare the highest quartile with the lowest 3 quartiles for each variable. For age and income, we constructed the variables to compare the lowest quartile with the highest 3 quartiles for each variable. We fit a series of univariable models to examine association of each community characteristic with suicide clustering. Community characteristics that were significant at $P < .05$ in the univariable models were included in a multivariable model to identify the most important community characteristics related to suicide clustering. We performed model diagnostics, including goodness of fit and multicollinearity assessments, which did not indicate problems. We used SAS version 9.3 (SAS Institute Inc) for all statistical analyses other than spatial cluster analysis, and we used ArcGIS version 10 (Environmental Systems Research Institute, Inc) for cartographic displays of spatial clusters.

**Results**

During 2010–2014, 1,501 Idaho residents died by suicide. Most residents who died by suicide were male (78.5%), aged 35 to 64 years (53.7%), non-Hispanic (95.8%) and white (97.0%) (Table 1). Overall, male and female residents who died by suicide did not significantly differ by the demographic characteristics examined. However, they significantly differed by marital status, military status, occupational status, and suicide method. The proportion of divorced persons was higher among females (32.6%) than males (25.0%), and the proportion of persons never married was higher among males (32.9%) than females (27.0%). The proportion of those who served in the military was higher among males (26.8%) than among females (3.1%). The proportion of those who were homemakers and those who had never worked or were disabled was higher among females (19.7% and 5.0%, respectively) than males (0.2% and 2.7%, respectively). For mechanism of injury, males (67.6%) were more likely than females (34.4%) to die by a firearm, and females (36.2%) were more likely than males (11.1%) to die by poisoning.

**Spatial clusters of census block groups with high suicide rates**

SaTScan identified a “most likely” cluster and 9 secondary clusters (Table 2). The 2 identified spatial clusters (with $P < .10$) of census block groups with disproportionately high suicide rates during 2010–2014 accounted for 70 (4.7%) of 1,501 deaths by suicide (Figure). The “most likely” spatial cluster, comprising 25 census block groups and a population of 30,405, was found in southeastern Idaho. During 2010–2014, 54 suicides occurred in this spatial cluster, whereas 28 suicides were expected, indicating that the suicide rate was 90% higher inside the cluster than outside (relative risk = 1.9, $P = .04$). A secondary spatial cluster with $P < .10$ was identified in northeastern Idaho. This secondary spatial cluster, comprising 6 census block groups and a population of 4,391, had 16 suicides, whereas 4 suicides were expected. The suicide rate was more than 3 times higher inside this cluster than outside (relative risk = 3.6, $P = .06$).
Characteristics of census block groups in spatial clusters

Compared with census block groups outside spatial clusters of suicide, census block groups in spatial clusters were more likely to have a higher proportion of females, American Indians or Alaska Natives, never married persons, and persons in poverty, and a lower proportion of persons with less than a high school education (Table 3). Census block groups within spatial clusters had populations with a younger median age and a lower median household income. We observed no significant differences between census block groups within spatial clusters and outside spatial clusters in proportion Hispanic or Latino ethnicity, single-parent families, unemployment, renter-occupied housing, disability, or health insurance coverage. In the multivariable model that included significant characteristics from the univariable models, the following community characteristics remained significant: median age ≤31.1 years (multivariable-adjusted odds ratio [aOR] = 2.4; 95% confidence interval [CI], 1.04–5.6; P = .04), >53% female (aOR = 2.7; 95% CI, 1.3–5.8; P = .01), >1% American Indian or Alaska Native (aOR = 2.9; 95% CI, 1.4–6.3; P = .006), and >30% never married (aOR = 3.4; 95% CI, 1.5–8.0).

Discussion

This ecological study identified geographic areas with disproportionately high suicide rates at the census block group level in 2 parts of Idaho. The communities in areas with suicide clustering had a unique demographic and socioeconomic profile. To our knowledge, this is the first study to investigate spatial clustering of suicide in the western region of the United States.

The 2 spatial clusters of census block groups identified were in 2 of the 18 counties where high rates of suicide had been reported (21). Identifying these clusters provides a more detailed view of geographic areas in these counties: 25 census block groups in a county with 60 census block groups, and 6 census block groups in a county with 18 census block groups (21). Our findings on spatial clusters of suicide at the census block group level cannot be fully compared with findings from previous studies, because those studies used different geographic units (counties and census tracts, not census block groups) (15–20). The proportion of geographic units that were part of the identified clusters was smaller in Idaho (3%) than they were in Kentucky (13%) (15) and Florida (16%) (16). Despite different levels of geography with varying population compositions, this finding might be attributed to differences in suicide risk levels in each state; a state where suicide risk has less geographic variation (eg, Idaho) is less likely to have many clusters. Our study spanned 5 years, which is half of the study period of other US studies (15,16); a longer study including more suicides might have identified more or fewer areas or same or different areas within spatial clusters.

Our findings are generally consistent with findings of other studies reporting that areas of lower socioeconomic status are associated with higher rates of suicide (7). We found a positive association between suicide clustering and both low household income and high proportion of persons in poverty; however, we found a negative association between suicide clustering and low educational attainment. This finding is consistent with at least 1 previous study that found the proportion of the population without a diploma is less likely to be included in a suicide cluster (20). Our finding that suicide clustering was associated with a higher proportion of never-married persons is consistent with research on the influence of social support and family structure on suicide (8). Community characteristics related to housing, unemployment, disability, and health insurance coverage that were not significantly associated with suicide clustering in our study might be investigated in future studies to confirm our findings. Overall, the unique demographic and socioeconomic profile of areas with suicide clustering in Idaho should be viewed as a potential way to depict an environmental context that is conducive to suicide, rather than a direct cause of suicide clustering.

The literature identified 2 possible explanations for suicide clustering. First, concentrations of persons at high risk for suicide might live in areas that could be identified as a cluster (compositional effects) (8). Second, place of residence might influence suicide risk...
by being less supportive (eg, because of social or economic isolation) of persons at high risk (contextual effect) (8). Our objective was not to investigate causation, and we did not incorporate individual-level data to assess individual risk of suicide after controlling for contextual effect.

Our study demonstrates the feasibility of a state health department investigation of spatial clusters of suicide using multiple data sources. Strengths of this study include the use of population-based suicide data; use of the census block group as a granular, detailed unit of geographic analysis; and consideration of a broad range of community characteristics that covered the same period as the suicides. Spatial cluster analysis using SaTScan has many advantages, including adjusting for population inhomogeneity, adjusting for multiple comparisons, adjusting for covariates, and limiting preselection bias by not specifying cluster size a priori (27).

This study has several limitations. First, incorrectly not classifying suicide as a cause of death on death certification could have resulted in underreporting of suicide. Second, missing information on residential addresses resulted in incomplete geocoding; however, less than 2% of suicides were missing information on residential addresses. Third, we did not have information on how long the decedents lived in their homes; thus, we could not determine how duration of exposure to communities could affect results. Fourth, our cluster analysis was driven by the settings we selected in SaTScan; however, we followed the standard settings and those used in previous studies. Finally, our findings might not reflect current high-risk areas because data were from 2010–2014. However, retrospective analysis of mortality data is a fundamental tool for community health assessment, and we used the most recent available data. Although the contextual factors conducive to suicide in the identified clusters have probably not changed greatly since our study period, continuous evaluation and data triangulation to determine whether high-risk areas remain at high risk over time could increase confidence in public health programs that target prevention efforts to those areas. Although a study from Australia found that historical suicide clusters, detected during a 5-year period, predicted only 36% of suicide clusters detected during a subsequent 5-year period (29), our findings are better suited to inform current planning and response needs of suicide prevention programs rather than to predict future suicides.

Our findings could help public health practitioners and policy makers prioritize resources and target efforts for suicide prevention. The Centers for Disease Control and Prevention developed a technical package of prevention strategies to help communities use the best available evidence for suicide prevention (30). These strategies include strengthening economic supports; strengthening access and delivery of suicide care; creating protective environments; promoting connectedness; teaching coping and problem-solving skills; and identifying and supporting people at risk (30). A multicomponent public health suicide prevention approach should address the needs of communities at the highest risk of suicide, such as communities we found in our study. In Idaho, a public health approach that strengthens economic supports and strengthens access and delivery of suicide care in the identified areas might be most effective in preventing suicide.
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### Table 1. Characteristics of Residents Who Died by Suicide, Stratified by Sex, Idaho, 2010–2014*

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n = 1,501)</th>
<th>Male (n = 1,178)</th>
<th>Female (n = 323)</th>
<th>P Value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), y</td>
<td>45.6 (18.7)</td>
<td>45.9 (19.4)</td>
<td>44.4 (16.3)</td>
<td>.15</td>
</tr>
<tr>
<td>Age group, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;15</td>
<td>20 (1.3)</td>
<td>18 (1.5)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td>15–24</td>
<td>231 (15.4)</td>
<td>182 (15.5)</td>
<td>49 (15.2)</td>
<td>.008</td>
</tr>
<tr>
<td>25–34</td>
<td>212 (14.1)</td>
<td>171 (14.5)</td>
<td>41 (12.7)</td>
<td></td>
</tr>
<tr>
<td>35–44</td>
<td>255 (17.0)</td>
<td>192 (16.3)</td>
<td>63 (19.5)</td>
<td></td>
</tr>
<tr>
<td>45–54</td>
<td>303 (20.2)</td>
<td>226 (19.2)</td>
<td>77 (23.8)</td>
<td></td>
</tr>
<tr>
<td>55–64</td>
<td>248 (16.5)</td>
<td>186 (15.8)</td>
<td>62 (19.2)</td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>117 (7.8)</td>
<td>99 (8.4)</td>
<td>18 (5.6)</td>
<td></td>
</tr>
<tr>
<td>75–84</td>
<td>69 (4.6)</td>
<td>62 (5.3)</td>
<td>7 (2.2)</td>
<td>.08</td>
</tr>
<tr>
<td>≥85</td>
<td>46 (3.1)</td>
<td>42 (3.6)</td>
<td>4 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>63 (4.2)</td>
<td>47 (4.0)</td>
<td>16 (5.0)</td>
<td>.45</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1,437 (95.8)</td>
<td>1,130 (96.0)</td>
<td>307 (95.1)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1,456 (97.0)</td>
<td>1,146 (97.3)</td>
<td>310 (96.0)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>4 (0.3)</td>
<td>4 (0.3)</td>
<td>0</td>
<td>.30</td>
</tr>
<tr>
<td>American Indian</td>
<td>24 (1.6)</td>
<td>15 (1.3)</td>
<td>9 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Asian Pacific Islander</td>
<td>8 (0.5)</td>
<td>6 (0.5)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Other or mixed race</td>
<td>9 (0.6)</td>
<td>7 (0.6)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school&lt;sup&gt;d&lt;/sup&gt;</td>
<td>264 (17.7)</td>
<td>210 (18.0)</td>
<td>54 (16.9)</td>
<td>.18</td>
</tr>
<tr>
<td>High school</td>
<td>607 (40.8)</td>
<td>488 (41.8)</td>
<td>119 (37.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;High school</td>
<td>617 (41.5)</td>
<td>470 (40.2)</td>
<td>147 (45.9)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married, including married but separated</td>
<td>537 (35.9)</td>
<td>423 (36.1)</td>
<td>114 (35.4)</td>
<td>.03</td>
</tr>
<tr>
<td>Widowed</td>
<td>87 (5.8)</td>
<td>71 (6.1)</td>
<td>16 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>398 (26.6)</td>
<td>293 (25.0)</td>
<td>105 (32.6)</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>472 (31.6)</td>
<td>385 (32.9)</td>
<td>87 (27.0)</td>
<td></td>
</tr>
<tr>
<td>Military status, n (%), y</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>323 (21.6)</td>
<td>313 (26.8)</td>
<td>10 (3.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1,170 (78.4)</td>
<td>857 (73.3)</td>
<td>313 (96.9)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Individual-level data on suicides obtained from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics.

<sup>b</sup> The total number of participants for each variable varies because of missing values.

<sup>c</sup> Based on the Pearson $\chi^2$ test or Fisher exact test for categorical variables and $t$ test for continuous variables.

<sup>d</sup> Did not receive a regular high school diploma, GED, or alternative credential.

<sup>e</sup> Based on International Classification of Diseases, Tenth Revision (24). No death using the U03.9 ICD-10 code was reported.
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Table 1. Characteristics of Residents Who Died by Suicide, Stratified by Sex, Idaho, 2010–2014*

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n = 1,501)</th>
<th>Male (n = 1,178)</th>
<th>Female (n = 323)</th>
<th>P Value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupational status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Student</td>
<td>127 (8.6)</td>
<td>97 (8.3)</td>
<td>30 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Homemaker, housewife</td>
<td>65 (4.4)</td>
<td>2 (0.2)</td>
<td>63 (19.7)</td>
<td></td>
</tr>
<tr>
<td>Never worked, disabled</td>
<td>47 (3.2)</td>
<td>31 (2.7)</td>
<td>16 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Other occupational groups</td>
<td>1,246 (83.9)</td>
<td>1,035 (88.8)</td>
<td>211 (65.9)</td>
<td></td>
</tr>
<tr>
<td>Mechanism of injury,&lt;sup&gt;e&lt;/sup&gt; n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poisoning (X60–X69)</td>
<td>248 (16.5)</td>
<td>131 (11.1)</td>
<td>117 (36.2)</td>
<td></td>
</tr>
<tr>
<td>Hanging, strangulation, suffocation, drowning and</td>
<td>294 (19.6)</td>
<td>216 (18.3)</td>
<td>78 (24.2)</td>
<td></td>
</tr>
<tr>
<td>submersion (X70–X71)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firearm (X72–X74)</td>
<td>907 (60.4)</td>
<td>796 (67.6)</td>
<td>111 (34.4)</td>
<td></td>
</tr>
<tr>
<td>Other methods (X75–X84, Y87)</td>
<td>52 (3.5)</td>
<td>35 (3.0)</td>
<td>17 (5.3)</td>
<td></td>
</tr>
</tbody>
</table>

* Individual-level data on suicides obtained from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics.

** The total number of participants for each variable varies because of missing values.

<sup>c</sup> Based on the Pearson χ² test or Fisher exact test for categorical variables and t test for continuous variables.

<sup>d</sup> Did not receive a regular high school diploma, GED, or alternative credential.

<sup>e</sup> Based on International Classification of Diseases, Tenth Revision (24). No death using the U03.9 ICD-10 code was reported.
### Table 2. Spatial Clusters of Suicide by Residential Location, Idaho, 2010–2014

<table>
<thead>
<tr>
<th>Cluster No.</th>
<th>Cluster</th>
<th>No. of Census Block Groups</th>
<th>Population</th>
<th>Observed No. of Suicide Deaths</th>
<th>Expected No. of Suicide Deaths</th>
<th>Annual Deaths per 100,000</th>
<th>Relative Risk</th>
<th>Log-Likelihood Ratio</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Most likely</td>
<td>25</td>
<td>30,405</td>
<td>54</td>
<td>28.4</td>
<td>35.9</td>
<td>1.9</td>
<td>9.4</td>
<td>.04</td>
</tr>
<tr>
<td>2</td>
<td>Secondary</td>
<td>6</td>
<td>4,391</td>
<td>16</td>
<td>4.5</td>
<td>67.6</td>
<td>3.6</td>
<td>8.9</td>
<td>.06</td>
</tr>
<tr>
<td>3</td>
<td>Secondary</td>
<td>11</td>
<td>14,084</td>
<td>28</td>
<td>13.3</td>
<td>39.8</td>
<td>2.1</td>
<td>6.3</td>
<td>.55</td>
</tr>
<tr>
<td>4</td>
<td>Secondary</td>
<td>22</td>
<td>25,347</td>
<td>44</td>
<td>25.3</td>
<td>32.8</td>
<td>1.8</td>
<td>5.8</td>
<td>.69</td>
</tr>
<tr>
<td>5</td>
<td>Secondary</td>
<td>1</td>
<td>1,600–1,700</td>
<td>7</td>
<td>1.7</td>
<td>78.7</td>
<td>4.1</td>
<td>4.7</td>
<td>.95</td>
</tr>
<tr>
<td>6</td>
<td>Secondary</td>
<td>3</td>
<td>2,947</td>
<td>10</td>
<td>3.2</td>
<td>58.1</td>
<td>3.1</td>
<td>4.5</td>
<td>.97</td>
</tr>
<tr>
<td>7</td>
<td>Secondary</td>
<td>3</td>
<td>2,040</td>
<td>8</td>
<td>2.3</td>
<td>67.1</td>
<td>3.6</td>
<td>4.4</td>
<td>.98</td>
</tr>
<tr>
<td>8</td>
<td>Secondary</td>
<td>5</td>
<td>4,896</td>
<td>12</td>
<td>4.4</td>
<td>51.0</td>
<td>2.7</td>
<td>4.4</td>
<td>.98</td>
</tr>
<tr>
<td>9</td>
<td>Secondary</td>
<td>30</td>
<td>60,471</td>
<td>72</td>
<td>51.0</td>
<td>26.6</td>
<td>1.4</td>
<td>4.0</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>10</td>
<td>Secondary</td>
<td>1</td>
<td>500–600</td>
<td>4</td>
<td>0.6</td>
<td>117.9</td>
<td>6.3</td>
<td>4.0</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

*Individual-level data on suicides obtained from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics. Data on population estimates obtained from the 2010 US Census and data on community characteristics from the 2010–2014 American Community Survey’s 5-year estimates (26). Adjusted for sex and age.*
Table 3. Characteristics of Census Block Groups Within and Outside Spatial Clusters of Suicide, Idaho, 2010–2014a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Census Block Groups Within Spatial Clusters Of Suicide, No. (%) (n = 31)</th>
<th>Census Block Groups Outside Spatial Clusters Of Suicide, No. (%) (n = 932)</th>
<th>Odds Ratio (95% Confidence Interval)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.53</td>
<td>14 (45.2)</td>
<td>226 (24.3)</td>
<td>2.6 (1.3–5.3)</td>
</tr>
<tr>
<td>≤0.53</td>
<td>17 (54.8)</td>
<td>706 (75.8)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Median age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤31.1 y</td>
<td>16 (51.6)</td>
<td>223 (23.9)</td>
<td>3.4 (1.7–7.0)</td>
</tr>
<tr>
<td>&gt;31.1 y</td>
<td>15 (48.4)</td>
<td>709 (76.1)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion American Indian or Alaska Native</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.01</td>
<td>15 (48.4)</td>
<td>225 (24.1)</td>
<td>3.0 (1.4–6.1)</td>
</tr>
<tr>
<td>≤0.01</td>
<td>16 (51.6)</td>
<td>707 (75.9)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion Hispanic or Latino</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.16</td>
<td>5 (16.1)</td>
<td>235 (25.2)</td>
<td>0.6 (0.2–1.5)</td>
</tr>
<tr>
<td>≤0.16</td>
<td>26 (83.9)</td>
<td>697 (74.8)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of never-married persons</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.30</td>
<td>19 (61.3)</td>
<td>221 (23.7)</td>
<td>5.1 (2.4–10.7)</td>
</tr>
<tr>
<td>≤0.30</td>
<td>12 (38.7)</td>
<td>711 (76.3)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons in single-parent families</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.24</td>
<td>12 (38.7)</td>
<td>228 (24.5)</td>
<td>2.0 (0.9–4.1)</td>
</tr>
<tr>
<td>≤0.24</td>
<td>19 (61.3)</td>
<td>704 (75.5)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons with &lt;high school educationd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.16</td>
<td>2 (6.5)</td>
<td>238 (25.5)</td>
<td>0.2 (0.1–0.9)</td>
</tr>
<tr>
<td>≤0.16</td>
<td>29 (93.6)</td>
<td>694 (74.5)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of unemployed persons</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.07</td>
<td>11 (35.5)</td>
<td>229 (24.6)</td>
<td>1.7 (0.8–3.6)</td>
</tr>
<tr>
<td>≤0.07</td>
<td>20 (64.5)</td>
<td>703 (75.4)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Median household income, $</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤35,345</td>
<td>14 (45.2)</td>
<td>226 (24.3)</td>
<td>2.6 (1.3–5.3)</td>
</tr>
<tr>
<td>&gt;35,345</td>
<td>17 (54.8)</td>
<td>706 (75.8)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons in poverty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.22</td>
<td>13 (41.9)</td>
<td>227 (24.4)</td>
<td>2.2 (1.1–4.7)</td>
</tr>
<tr>
<td>≤0.22</td>
<td>18 (58.1)</td>
<td>705 (75.6)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons in renter-occupied housing unit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.41</td>
<td>12 (38.7)</td>
<td>228 (24.5)</td>
<td>2.0 (0.9–4.1)</td>
</tr>
</tbody>
</table>

a Individual-level data on suicides obtained from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics. Data on population estimates obtained from the 2010 US Census and data on community characteristics from the 2010–2014 American Community Survey’s 5-year estimates (25).

b Each variable for community characteristics was dichotomized into high and low levels. Except for age and income, we constructed the variables to compare the highest quartile with the lowest 3 quartiles for each variable. For age and income, we constructed the variables to compare the lowest quartile with the highest 3 quartiles for each variable.

c Based on Wald method from univariable logistic regression models.

d Did not receive a regular high school diploma, GED, or alternative credential.
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Table 3. Characteristics of Census Block Groups Within and Outside Spatial Clusters of Suicide, Idaho, 2010–2014

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Census Block Groups Within Spatial Clusters Of Suicide, No. (%) (n = 31)</th>
<th>Census Block Groups Outside Spatial Clusters Of Suicide, No. (%) (n = 932)</th>
<th>Odds Ratio (95% Confidence Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤0.41</td>
<td>19 (61.3)</td>
<td>704 (75.5)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons with disability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.22</td>
<td>8 (25.8)</td>
<td>232 (24.9)</td>
<td>1.1 (0.5–2.4)</td>
</tr>
<tr>
<td>≤0.22</td>
<td>23 (74.2)</td>
<td>700 (75.1)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Proportion of persons with no health insurance coverage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;0.23</td>
<td>7 (22.6)</td>
<td>233 (25.0)</td>
<td>0.9 (0.4–2.1)</td>
</tr>
<tr>
<td>≤0.23</td>
<td>24 (77.4)</td>
<td>699 (75.0)</td>
<td>1 [Reference]</td>
</tr>
</tbody>
</table>

Individual-level data on suicides obtained from death certificates stored by the Idaho Bureau of Vital Records and Health Statistics. Data on population estimates obtained from the 2010 US Census and data on community characteristics from the 2010–2014 American Community Survey’s 5-year estimates (25).

Each variable for community characteristics was dichotomized into high and low levels. Except for age and income, we constructed the variables to compare the highest quartile with the lowest 3 quartiles for each variable. For age and income, we constructed the variables to compare the lowest quartile with the highest 3 quartiles for each variable.

Based on Wald method from univariable logistic regression models.

Did not receive a regular high school diploma, GED, or alternative credential.
Identifying County-Level All-Cause Mortality Rate Trajectories and Their Spatial Distribution Across the United States
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Summary
What is already known about this topic?
All-cause mortality in the United States declined from 1935 through 2014, with a recent uptick in 2015. This national trend is composed of disparate local trends.

What is added by this report?
By using a novel methodology, we detected 8 unique county-level mortality rate trajectory groups. Disparities widened from 1999 to 2016. Differences existed in the demographic and socioeconomic profiles across the trajectory groups, with favorable mortality trajectories in the Northeast, in the Midwest, and on the West Coast and unfavorable trajectories concentrated in the Southeast.

What are the implications for public health practice?
Further investigation of the determinants of the trajectory groupings and the geographic outliers identified could inform interventions to achieve equitable distribution of county mortality rates.

Abstract

Introduction
All-cause mortality in the United States declined from 1935 through 2014, with a recent uptick in 2015. This national trend is composed of disparate local trends. We identified distinct groups of all-cause mortality rate trajectories by grouping US counties with similar temporal trajectories.

Methods
We used all-cause mortality rates in all US counties for 1999 through 2016 and estimated discrete mixture models by using county level mortality rates. Proc Traj in SAS was used to detect how county trajectories clustered into groups on the basis of similar intercepts, slopes, and higher order terms. Models with increasing numbers of groups were assessed on the basis of model fit. We created county-level maps of mortality trajectory groups by using ArcGIS.

Results
Eight unique trajectory groups were detected among 3,091 counties. The average mortality rate in the most favorable trajectory group declined 29.4%, from 592.3 deaths per 100,000 in 1999 to 418.2 in 2016. The least favorable mortality trajectory group declined 3.4% over the period, from 1,280.3 deaths per 100,000 to 1,236.9. We saw significant differences in the demographic and socioeconomic profiles and geographic patterns across the trajectory categories, with favorable mortality trajectories in the Northeast, Midwest, and on the West Coast and unfavorable trajectories concentrated in the Southeast.

Conclusions
County-level disparities in all-cause mortality rates widened over the past 18 years. Further investigation of the determinants of the trajectory groupings and the geographic outliers identified by our research could inform interventions to achieve equitable distribution of county mortality rates.

Introduction
The all-cause mortality rate is an indicator of general population health. The age-adjusted all-cause mortality rate declined in the US general population from 1935 (1) to a record low in 2014 (2). A notable 1.1% increase occurred in the age-adjusted all-cause mortality rate in 2015 (3). Overall declines in mortality rates did
not occur in all geographic areas (4); southeastern states had higher rates overall and lower rates of decline compared with the national trend (3).

Although mortality rate trends differ by state, it is important to study mortality and mortality trends at smaller geographic levels. Although use of counties as a geographic unit of analysis has limitations (5,6) and county-level infrastructure is variable, counties are the smallest unit of analysis for which stable mortality rates can be calculated and for which infrastructure exists for implementing and administering health and social policies. County mortality rates vary by geography (7,8), but few analyses of all-cause mortality rate trends have been done at the county level. Although some methods are available to compare and analyze long-term trends in mortality rates that include joinpoint regression, spatial and aspatial generalized linear mixed models, and Bayesian space–time models, all these approaches rely on the change in the rates being compared to exhibit linear or log linear changes over time and rely on a series of changes between small intervals over the entire time period (9).

We sought to group and examine common trends in county-level mortality for the most recently available mortality data (1999–2016) by using a new statistical method called group-based trajectory modeling (GBTM). Although trends in US counties were previously reported by examining the difference in rates at 2 time points and linear or log linear changes in rates over time, GBTM incorporates information from all time points and allows for examination of nonlinear (quadratic, cubic, and other higher order) rate trends. GBTM determines if groups of study units with similar trajectory shapes exist and has been used to determine whether the health outcome trends of individual units together into patterns (10–13). To our knowledge, this method has not been used to examine mortality rates in US counties.

We sought to identify patterns of county mortality rate trajectories and to determine if any positive (exceptionally low initial rates decreasing rapidly) or negative (exceptionally high rates decreasing slowly or not at all) deviant trajectories existed. We also estimated the extent to which trajectories clustered geographically. Finally, we identified geographic deviants: counties whose mortality rate trajectory group patterns were significantly different than the trajectories of surrounding counties.

Methods

County-level, age adjusted mortality data from the Compressed Mortality File was obtained for years 1999 through 2016 from the National Center for Health Statistics through a data use agreement (14). We included all deaths across the entire age spectrum. We included rates for each year in which the number of deaths in a county was greater than or equal to 20. Counties were included in the analysis if they had at least 2 years of stable mortality rate data.

The yearly, age-adjusted, all-cause mortality rate of the county was the outcome measure used to generate rate trajectories using Proc Traj for SAS, version 9.4 (SAS Institute, Inc) (15,16). Group-based trajectory modeling assumes that a certain number of discrete underlying groups in the population each have their own population prevalence, intercept, and slope and possibly higher order terms (17). These subpopulations are not directly observable but are estimated (latent).

Proc Traj requires specification of the number of groups the model will fit. We estimated a quadratic model with a dependent variable of mortality rate and an independent variable of time in years with a single group and kept adding groups and assessing the change in the Bayesian information criterion (BIC) as an evaluation of model fit (15,18). We simultaneously assessed the percentage of counties in each group and the shape of the trajectories when plotted. The fit of the model increased with the addition of more groups. The model with 8 groups produced both a negative deviant group and a positive deviant group (defined as being less than 2% of the counties and substantially different upon visual inspection from the other trajectories). Group 1 was the positive deviant group whereas group 8 was the negative deviant group, both having trajectories with substantially lower rates (group 1) or higher rates (group 8) than the rest of the trajectories (Figure 1). Identification of such groups was one of the aims of our study; adding a greater number of groups did not affect the composition of these 2 groups, nor did it identify any new deviant groups. Including more than 8 groups only created more roughly parallel groups between group 2 and 7, some with very small numbers of counties. The BIC continued to increase with the addition of more groups beyond 8 (Appendix A), but on the basis of the foregoing considerations we stopped at 8 groups for ease of interpretation of the data. For sensitivity analysis, we repeated the process with linear models as the starting point. Trajectory groups looked similar to linear models, but the quadratic models produced a better fit according to the BIC. We next added or removed second and higher-order terms from each group’s model on the basis of significance (P < .05). This process yielded quadratic models for trajectories 1, 2, and 8. Trajectories 3 through 7 included a cubic term.
We used US census data for 2000 and 2010 to describe the changes in sociodemographic composition of the county trajectory groups. Variables included total population, population density (population per square mile), median age, percentage of county population living below the federal poverty level, median household income, percentage white population, percentage black population, percentage American Indian/Alaska Native population, percentage Asian population, and percentage Hispanic (any race) population. We reported means for each year and changes of means between the years.

We created a choropleth map of the county trajectory groups (Figure 2). Thematic mapping of county trajectories showed clear evidence of spatial autocorrelation. This simply means that observations that are located next to each other are related to each other, that is, there is no spatial independence between observations. We measured the degree of spatial autocorrelation (ie, the degree to which neighboring observations are related to each other) by using the Global Moran’s I statistic of ArcGIS Pro (Esri). We used 2 methods to determine the number of neighbors for each observation: polygon contiguity (based on neighbors sharing borders) and inverse distance (which means the farther away a neighbor is, the less influence the neighbor has) (19,20). Once we determined the number and relationship of neighbors, we identified local clusters by using the local indicators of spatial association (LISA) technique (19). The LISA technique generates a statistic named Getis-Ord Gi* (Esri), which specifies where features with high or low values cluster. Significant clusters were those where a feature and its neighbors all had high Getis-Ord Gi* values. Geographic deviants were defined as counties that had much higher or much lower values than their neighboring counties. On the basis of a county’s relative position within a cluster, counties were grouped into 4 categories of significant spatial clusters ($P < .05$): 1) high–high clusters representing all counties with high mortality, the worst trajectory group; 2) high–low clusters representing counties in the worst trajectory groups near counties in the most favorable trajectory groups (at-risk counties doing worse than those around them); 3) low–high clusters representing counties in the best trajectory groups near counties in the worst trajectory groups (resilient counties doing better than those around them); and 4) low–low clusters of counties in the most favorable trajectory groups. Of 3,144 counties, 3,091 counties and county equivalents were included in the analysis.

The opinions expressed by authors contributing to this journal do not necessarily reflect the opinions of the U.S. Department of Health and Human Services, the Public Health Service, the Centers for Disease Control and Prevention, or the authors’ affiliated institutions.
Figure 2. Trajectories of age-adjusted all-cause mortality in US counties using group-based trajectory models, 1999–2016. The outcome measure used to generate rate trajectories was the yearly, age-adjusted, all-cause mortality rate of the county. Panel A: Trajectories of all-cause mortality rates for US counties. Panel B: Local clusters of mortality trajectories in US counties detected by using local indicators of spatial association (LISA). The 4 categories of significant spatial clusters (\( P < .05 \)): 1) high–high clusters representing all counties with high mortality, the worst trajectory group; 2) high–low outliers representing counties in the worst trajectory groups near counties in the most favorable trajectory groups (at-risk counties doing worse than those around them); 3) low–high outliers representing counties in the best trajectory groups near counties in the worst trajectory groups (resilient counties doing better than those around them); and 4) low–low clusters of counties in the most favorable trajectory groups. Source: 1999–2016 Compressed Mortality File, Centers for Disease Control and Prevention (14).

Results

The equations for trajectories 1, 2, and 8 included quadratic terms, which produced trajectories with slower mortality rates decline over time (Figure 1). The equations for trajectories 3 through 7 contained a cubic term and produced trajectories that had a slower rate of decline in rates with increasing rates near the end of the study period (Table 1). The numeric ordering of trajectories reflects mortality rate trajectories from most favorable to least favorable. Trajectory 1 had the lowest average mortality rate at the beginning of the study (1999) and at the end of the study (2016) and the steepest decline over the study period. Trajectory 8 had the highest mortality rates at both time points and only a modest decline over the study period. The trajectories did not overlap, which indicates that disparities in mortality rates across the trajectory groups persisted throughout the study period.

Disparities between trajectory groups increased over the study period. At baseline, the average mortality rate for Trajectory 1 was 592.3 deaths per 100,000, decreasing by 29.4% to 418.2 deaths per 100,000, whereas Trajectory 8 had a baseline rate of 1,280.3 deaths per 100,000 and decreased by 3.4% over the 18-year period to 1,236.9 deaths per 100,000 (Table 2). These 2 groups had a difference of 688 deaths per 100,000 in 1999 that increased to a difference of 818.7 deaths per 100,000 in 2016. There was a graded association in the amount of change in rates across the trajectory groups; as baseline rates increased, the rate decline decreased.

Sociodemographic characteristics of county trajectory groupings were similar for 2000 and 2010. A graded association with median income and poverty was noted across trajectory groups. Median income decreased and percentage of county population living below the federal poverty level increased as health trajectories worsened (Table 2). A more complex relationship was observed with racial composition of mortality trajectory groupings. The county percentage of black population increased from trajectory 1 to trajectory 7. Percentage of white population increased across Trajectories 1 to 2, peaked at Trajectory 3, and then decreased from Trajectory 3 to 8. The percentage of American Indian/Alaska Native population increased across trajectory groups, peaking in Trajectory 8 (2000, 11.8%; 2010, 12.7%). The percentage of Asian and Hispanic populations in county trajectory groups increased as trajectories became more favorable.

Panel A of Figure 2 depicts the geographic variation of mortality rate trajectory groups. The Southeast was characterized by counties in high mortality rate trajectory groups, whereas counties in low mortality trajectory groups tended to be in the Northeast, the upper Midwest, and the West Coast. This pattern was reflec-
tions clustering in the Northeast, the upper Midwest, and the West Coast. Local-area variation in mortality has been well-documented in the United States (7,8). However, identification of clusters of counties with similar mortality rate trajectories over time contributes to understanding the factors that drive such differences. Demographic factors such as racial composition and socioeconomic status have been demonstrated and partially explain high mortality trajectories and less favorable mortality trajectories in the South (21).

In our analysis, several counties in trajectory 8, the worst mortality trajectory group, have disproportionately large American Indian populations. For example, Sioux County, North Dakota, rests entirely within the Standing Rock Indian Reservation. Buffalo County, South Dakota, where the Cow Creek Sioux Tribe resides, had the highest 2016 all-cause mortality rate and the lowest per capita income in the United States. This may be because American Indians have higher rates of mortality across the lifespan than other racial/ethnic groups (22–24). Additionally, the economic and social conditions on reservations may contribute to a higher mortality rate and a less favorable temporal mortality rate trajectory for American Indians living on reservations compared with those living in other areas of the country.

Historically disenfranchised places in the Mississippi Delta, where there were high concentrations of slavery followed by the structural inequities of sharecropping and segregation (25), and in Appalachia, where poverty and environmental and occupational injustice is entrenched (26), had a disproportionate number of trajectory 8 counties. One study found similar spatial clustering of poor physical and mental health and food insecurity in these areas (27). Counties in trajectory 8 that were not part of geographic clusters may have unique factors that explain their poor mortality rates and rate trajectories that warrant further exploration. The size of the rate gap between trajectory 8 counties and the other trajectory groupings is cause for concern, further study, and action.

Counties in the best trajectory group, trajectory 1, had generally higher socioeconomic conditions than other parts of the country, but not uniformly so. Marin County, California; Los Alamos, New Mexico; Montgomery County, Maryland; and Fairfax County, Virginia, ranked in the top 20 counties in the nation by median income. No other county in the top 25 median-income counties for the nation was found in this best outcome group, so high socioeconomic status may not be enough to predict favorable mortality trajectory trends. Other counties in the group had a less affluent socioeconomic profile. For example, although Collier County, Florida, includes affluent communities such as Naples and Marco Is-
land, it also included vast rural areas with large numbers of migrant farmworkers and had an overall median income less than half that of the most affluent counties in the nation.

Multilevel influences potentially contribute to the differences we observed across groups of mortality rate trajectories. Changes in socioeconomic status, demographic composition, health care infrastructure, patterns of health care use, health behaviors, and changes in state and federal health, housing, education, and social policy could all be contributing factors. One demographic compositional change we noted was that the largest percentage and change in percentage of Hispanic populations occurred in counties with the best mortality outcomes. This may be due to the documented “Hispanic paradox” in health outcomes (28,29).

Although we saw a significant geographic clustering of counties in each trajectory, some counties with low mortality rate trajectories were in the same geographic area as those with high rate trajectories (and vice versa). These counties may be considered positive deviants, having achieved more optimal mortality rates and rate trends despite being surrounded by counties with worse mortality rates and less improvement over time. If these positive deviance communities have common characteristics amenable to intervention, they could reveal a path toward achieving improved outcomes in counties with unfavorable trajectory patterns. Alternatively, these positive deviant counties may be surrounded by counties with significantly different demographic composition, health care access, or rurality, and such differences also may account for the differences in mortality trajectories observed in our analysis.

Our study has several limitations. We chose to use age-adjusted mortality rates for everyone without stratifying by age, sex, or race to create an overall indicator of public health in US counties because of the large amount of space required to present a description of this novel methodology for the first time. Preliminary analysis of different age and racial/ethnic groups has indeed revealed nonuniform trends (Appendix B), which we intend to discuss in future articles. By studying all-cause mortality, differences in specific causes of death would possibly cause different trajectory groupings and geographic patterns. On the other hand, all-cause mortality is less subject to many of the known limitations of death certificate data. We have only begun to tease out the myriad explanatory factors for these differences in outcomes. Although geographic granularity is limited in this county-level analysis, smaller neighborhood-level analyses may produce unstable rates and may be difficult to interpret on a national level. There are also limitations in interpreting the results of the statistical models. Trajectory 1 contained only 14 counties, but these counties had a greater than 98% probability of belonging to group 1, indicating that they are true outliers. All counties had a greater than 50% probability of membership in their assigned group, and misclassification would likely result in being assigned to the trajectory above or below the one reported. More groups could have been added to the model, but this would have improved the model fit minimally without providing more information to inform interventions.

Further research should examine what county level factors are associated with the observed patterns in county groupings of mortality rate trajectories identified here. Demographic, socioeconomic, and health system variables as well as social variables such as social capital and social cohesion should be examined. Although traditional regression models will be helpful, we suggest that a more comprehensive approach be taken to determine how these variables interact to produce the observed patterns. Such an approach will require the use of longitudinal data on the predictor variables and modeling approaches including multilevel modeling, structural equations, and system dynamic models.

That county disparities in temporal, all-cause mortality rate trends are worsening suggests that we need to quickly learn the reasons why some counties succeed in reducing mortality rates while others fail. The lessons learned from successful counties could be applied to those that are failing. The identification of positive geographic outliers may provide an opportunity to learn what factors may be driving exceptional outcomes. Hopefully, investigating these special cases will lead to knowledge to help improve the health outcomes of lagging counties and thereby reduce county level disparities in the all-cause mortality trends observed here.
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### Tables

Table 1. Coefficients for Estimated Trajectories From Group-Based Trajectory Models Using 1999–2016 US County Annual All-Cause Mortality Data<sup>a</sup>

<table>
<thead>
<tr>
<th>Trajectory&lt;sup&gt;6&lt;/sup&gt;</th>
<th>Intercept&lt;sup&gt;c&lt;/sup&gt; (P Value)</th>
<th>Slope&lt;sup&gt;d&lt;/sup&gt; (P Value)</th>
<th>Quadratic&lt;sup&gt;e&lt;/sup&gt; (P Value)</th>
<th>Cubic&lt;sup&gt;f&lt;/sup&gt; (P Value)</th>
<th>% of US Counties</th>
<th>No. of Counties</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>628.51 (.&lt;.001)</td>
<td>−19.92 (.&lt;.001)</td>
<td>0.51 (.02)</td>
<td>NA</td>
<td>0.5</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>775.94 (.&lt;.001)</td>
<td>−17.78 (.&lt;.001)</td>
<td>0.47 (.&lt;.001)</td>
<td>NA</td>
<td>9.4</td>
<td>290</td>
</tr>
<tr>
<td>3</td>
<td>826.74 (.&lt;.001)</td>
<td>−8.19 (.&lt;.001)</td>
<td>−0.48 (.03)</td>
<td>0.03 (.&lt;.001)</td>
<td>19.7</td>
<td>608</td>
</tr>
<tr>
<td>4</td>
<td>901.42 (.&lt;.001)</td>
<td>−5.31 (.002)</td>
<td>−0.96 (.&lt;.001)</td>
<td>0.05 (.&lt;.001)</td>
<td>25.2</td>
<td>780</td>
</tr>
<tr>
<td>5</td>
<td>968.73 (.&lt;.001)</td>
<td>−1.53 (.42)</td>
<td>−1.25 (.&lt;.001)</td>
<td>.05 (.&lt;.001)</td>
<td>20.3</td>
<td>626</td>
</tr>
<tr>
<td>6</td>
<td>1,020.59 (.&lt;.001)</td>
<td>5.95 (.007)</td>
<td>−1.88 (.&lt;.001)</td>
<td>0.08 (.&lt;.001)</td>
<td>15.1</td>
<td>467</td>
</tr>
<tr>
<td>7</td>
<td>1,087.72 (.&lt;.001)</td>
<td>13.58 (.&lt;.001)</td>
<td>−2.55 (.&lt;.001)</td>
<td>0.10 (.&lt;.001)</td>
<td>8.2</td>
<td>252</td>
</tr>
<tr>
<td>8</td>
<td>1,273.51 (.&lt;.001)</td>
<td>−7.73 (.002)</td>
<td>0.28 (.03)</td>
<td>NA</td>
<td>1.7</td>
<td>54</td>
</tr>
</tbody>
</table>

Abbreviation: NA, not applicable.

<sup>a</sup> Coefficients are from an 8-group model; coefficients were added or removed from models if P < .05 for the coefficient. Note that if a term became nonsignificant when a higher-order term was added to the model and significant, the nonsignificant lower-order term remained in the model. Data are from the Centers for Disease Control and Prevention’s Compressed Mortality File (14).

<sup>b</sup> The numeric ordering of trajectories reflects mortality rates from most favorable (lowest baseline rate/largest decline in rate) to least favorable (highest baseline rate/largest decline in rate).

<sup>c</sup> Baseline mortality rate estimated by the model.

<sup>d</sup> First order term estimated by model; represents the linear component of change in rate per year.

<sup>e</sup> Second order term estimated by model; represents the quadratic component of change in rate per year.

<sup>f</sup> Third order term estimated by model (if significant); represents the cubic component of change in rate per year.
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Table 2. Age-Adjusted, All-Cause Mortality Rates and Demographic Characteristics of the 1999–2016 County Mortality Trajectory Groups

<table>
<thead>
<tr>
<th>County Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counties, n (%)</td>
<td>14 (0.5)</td>
<td>290 (9.4)</td>
<td>608 (19.7)</td>
<td>780 (25.2)</td>
<td>626 (20.3)</td>
<td>467 (15.1)</td>
<td>252 (8.2)</td>
<td>54 (1.7)</td>
<td>3091 (100)</td>
</tr>
<tr>
<td>Mortality rate per 100,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1999</td>
<td>592.3</td>
<td>748.6</td>
<td>813.4</td>
<td>893.2</td>
<td>961.6</td>
<td>1,026.7</td>
<td>1,104.9</td>
<td>1,280.3</td>
<td>920.1</td>
</tr>
<tr>
<td>2016</td>
<td>418.2</td>
<td>604.7</td>
<td>709.5</td>
<td>789.1</td>
<td>863.3</td>
<td>964.3</td>
<td>1,059.9</td>
<td>1,236.9</td>
<td>825.2</td>
</tr>
<tr>
<td>Change</td>
<td>−173.9</td>
<td>−143.9</td>
<td>−103.9</td>
<td>−104.1</td>
<td>−98.3</td>
<td>−62.4</td>
<td>−45.0</td>
<td>−43.4</td>
<td>−94.9</td>
</tr>
<tr>
<td>% Change</td>
<td>−29.4</td>
<td>−19.2</td>
<td>−12.8</td>
<td>−11.7</td>
<td>−10.2</td>
<td>−6.1</td>
<td>−4.1</td>
<td>−3.4</td>
<td>−10.3</td>
</tr>
</tbody>
</table>

Population

| 2010 | 202,341 | 255,498 | 120,595 | 109,220 | 68,043 | 47,651 | 30,859 | 18,939 | 100,053 |
| Change | 22,234 | 24,324 | 13,888 | 10,087 | 5,111 | 1,088 | 633 | −857 | 8,853 |

Population density

| 2000 | 370.3 | 839.7 | 224.3 | 212.8 | 167.7 | 144.1 | 146.0 | 68.1 | 247.3 |
| 2010 | 413.0 | 903.5 | 247.3 | 227.8 | 181.2 | 143.8 | 143.0 | 64.5 | 264.2 |
| Change | 42.7 | 63.8 | 22.6 | 15.0 | 13.5 | −0.3 | −3.1 | −2.4 | 17.2 |

Median age, y

| 2000 | 36.8 | 37.4 | 37.9 | 37.3 | 37.4 | 36.9 | 36.4 | 33.4 | 37.2 |
| 2010 | 39.9 | 40.6 | 41.1 | 40.4 | 40.1 | 39.5 | 39.3 | 37.3 | 40.2 |
| Change | 3.1 | 3.2 | 3.2 | 3.0 | 2.7 | 2.6 | 2.9 | 3.8 | 2.9 |

Persons with income below federal poverty level, %

| 2000 | 8.0 | 9.0 | 10.1 | 11.9 | 14.1 | 16.6 | 19.6 | 23.9 | 13.3 |
| 2010 | 10.5 | 11.7 | 13.1 | 15.3 | 17.8 | 20.5 | 24.4 | 28.8 | 16.8 |
| Change | 2.4 | 2.8 | 3.0 | 3.3 | 3.7 | 3.9 | 4.8 | 4.9 | 3.5 |

Median annual household income, $

| 2010 | 76,184 | 62,960 | 55,007 | 50,575 | 46,311 | 42,078 | 37,987 | 36,653 | 49,308 |
| Change | −7,064 | −3,952 | −4,113 | −4,585 | −4,325 | −3,712 | −3,373 | −664 | −4,092 |

Race/ethnicity, %

| White | 2000 | 86.6 | 88.2 | 91.1 | 87.9 | 83.4 | 77.8 | 71.2 | 70.1 | 84.4 |
| 2010 | 83.4 | 86.1 | 89.5 | 86.6 | 82.0 | 76.4 | 69.4 | 68.4 | 82.9 |
| Change | −3.2 | −2.1 | −1.7 | −1.3 | −1.4 | −1.4 | −1.7 | −1.4 | −1.5 |

| Black | 2000 | 2.5 | 2.9 | 2.4 | 5.2 | 10.9 | 16.5 | 22.3 | 16.3 | 8.9 |
| 2010 | 3.0 | 3.2 | 2.8 | 5.4 | 10.9 | 16.3 | 22.5 | 16.2 | 9.0 |
| Change | 0.4 | 0.3 | 0.4 | 0.2 | −0.1 | −0.2 | 0.2 | −0.2 | 0.1 |

Data are from the Centers for Disease Control and Prevention’s Compressed Mortality File (14). Sociodemographic data are from the 2000 and 2010 US Census.

People per square mile.

2018 dollars.

Any race.

(continued on next page)
Table 2. Age-Adjusted, All-Cause Mortality Rates and Demographic Characteristics of the 1999–2016 County Mortality Trajectory Groupsa

<table>
<thead>
<tr>
<th>County Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asian</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>2.8</td>
<td>2.6</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>2010</td>
<td>3.8</td>
<td>3.4</td>
<td>1.4</td>
<td>1.0</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
<td>0.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Change</td>
<td>1.0</td>
<td>0.8</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>American Indian/Alaska Native</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>1.4</td>
<td>1.2</td>
<td>2.2</td>
<td>3.9</td>
<td>11.8</td>
<td>1.8</td>
</tr>
<tr>
<td>2010</td>
<td>0.6</td>
<td>0.9</td>
<td>1.3</td>
<td>1.5</td>
<td>1.3</td>
<td>2.4</td>
<td>4.1</td>
<td>12.7</td>
<td>1.9</td>
</tr>
<tr>
<td>Change</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Hispanic</strong>d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>16.3</td>
<td>8.3</td>
<td>7.0</td>
<td>7.3</td>
<td>6.2</td>
<td>3.8</td>
<td>2.3</td>
<td>2.00</td>
<td>6.1</td>
</tr>
<tr>
<td>2010</td>
<td>21.2</td>
<td>10.8</td>
<td>9.3</td>
<td>9.5</td>
<td>8.5</td>
<td>5.8</td>
<td>3.5</td>
<td>2.7</td>
<td>8.3</td>
</tr>
<tr>
<td>Change</td>
<td>4.9</td>
<td>2.5</td>
<td>2.3</td>
<td>2.2</td>
<td>2.3</td>
<td>2.0</td>
<td>1.2</td>
<td>0.7</td>
<td>2.1</td>
</tr>
</tbody>
</table>

aData are from the Centers for Disease Control and Prevention's Compressed Mortality File (14). Sociodemographic data are from the 2000 and 2010 US Census.
bPeople per square mile.
c2018 dollars.
dAny race.
Appendix A. Bayesian Information Criterion For Models With 1 to 30 Groups of Counties\textsuperscript{a}

<table>
<thead>
<tr>
<th>Number of Group</th>
<th>BIC</th>
<th>(\Delta \text{BIC}^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-353,621.1</td>
<td>Not applicable</td>
</tr>
<tr>
<td>2</td>
<td>-33,8347.9</td>
<td>15,273.2</td>
</tr>
<tr>
<td>3</td>
<td>-33,2614.9</td>
<td>5,733</td>
</tr>
<tr>
<td>4</td>
<td>-32,9808.4</td>
<td>2,806.5</td>
</tr>
<tr>
<td>5</td>
<td>-32,8178.7</td>
<td>1,629.7</td>
</tr>
<tr>
<td>6</td>
<td>-32,7229.1</td>
<td>949.6</td>
</tr>
<tr>
<td>7</td>
<td>-32,6665.9</td>
<td>563.2</td>
</tr>
<tr>
<td>8</td>
<td>-32,6316.9</td>
<td>349.0</td>
</tr>
<tr>
<td>9</td>
<td>-32,5754.4</td>
<td>562.5</td>
</tr>
<tr>
<td>10</td>
<td>-32,5551.7</td>
<td>202.7</td>
</tr>
<tr>
<td>11</td>
<td>-32,5567.8</td>
<td>-16.1</td>
</tr>
<tr>
<td>12</td>
<td>-32,5230.3</td>
<td>337.5</td>
</tr>
<tr>
<td>13</td>
<td>-32,5012.4</td>
<td>217.9</td>
</tr>
<tr>
<td>14</td>
<td>-32,4841.7</td>
<td>170.7</td>
</tr>
<tr>
<td>15</td>
<td>-32,4743.4</td>
<td>98.3</td>
</tr>
<tr>
<td>16</td>
<td>-32,4601.8</td>
<td>141.6</td>
</tr>
<tr>
<td>17</td>
<td>-32,4544.4</td>
<td>57.4</td>
</tr>
<tr>
<td>18</td>
<td>-32,4481.9</td>
<td>62.5</td>
</tr>
<tr>
<td>19</td>
<td>-32,4438.9</td>
<td>43.0</td>
</tr>
<tr>
<td>20</td>
<td>-32,4460.2</td>
<td>-21.3</td>
</tr>
<tr>
<td>21</td>
<td>-32,4318.0</td>
<td>142.2</td>
</tr>
<tr>
<td>22</td>
<td>-32,4311.6</td>
<td>6.4</td>
</tr>
<tr>
<td>23</td>
<td>-32,4204.7</td>
<td>106.9</td>
</tr>
<tr>
<td>24</td>
<td>-32,4214.5</td>
<td>-9.8</td>
</tr>
<tr>
<td>25</td>
<td>-32,4179.4</td>
<td>35.1</td>
</tr>
<tr>
<td>26</td>
<td>-32,4121.1</td>
<td>58.3</td>
</tr>
<tr>
<td>27</td>
<td>-32,4084.9</td>
<td>36.2</td>
</tr>
<tr>
<td>28</td>
<td>-32,4188.9</td>
<td>-104.0</td>
</tr>
<tr>
<td>29</td>
<td>-32,4123.2</td>
<td>65.7</td>
</tr>
<tr>
<td>30</td>
<td>-32,4152.1</td>
<td>-28.9</td>
</tr>
</tbody>
</table>

\textsuperscript{a} All models are quadratic.

\textsuperscript{b} \(\Delta \text{BIC} = \text{BIC}_{\text{group} = k+1} - \text{BIC}_{\text{group} = k}\)
Appendix B. Trajectories for County All-Cause Mortality Rates, 1999–2016, by Race/Ethnicity, Age Groups, and Sex.

This appendix is available for download at

https://www.msm.edu/Research/research_centersandinstitutes/NCPC2/documents/publications/Preventing-Chronic-Disease-Appendix-B.pdf
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The map displays counts and rates, by census tract, of fall-related EMS calls among adults aged ≥65 years in Salt Lake County, Utah, from January 1, 2014, through April 30, 2017. Stars indicate senior living residences with high fall burden. Data were suppressed in areas that had fewer than 20 falls or the relative standard error of the crude rate of fall-related EMS calls was higher than 30%. Abbreviation: EMS, emergency medical services.
Background

Every year in the United States, more than 25% of people aged 65 or older fall at least once (1), and these injuries are associated with high rates of illness and death (2). Physiological age-related changes such as reduction of sight, hearing, and muscle strength are major causes of falls among older people (3). Among Salt Lake County residents aged 65 or older, in 2014 the fall injury emergency department encounter rate was 458.6 per 10,000 (4) and the fall injury hospitalization rate was 130.0 per 10,000 (5), and in 2016 the fall mortality rate was 5.4 per 10,000 (6).

As part of ongoing fall prevention activities, the Salt Lake County Health Department hosts the evidence-based Stepping On program for seniors. To better target this and other fall prevention programs to reduce rates of fall-related illness and death, we mapped dispatched emergency medical services (EMS) calls for falls and fall-related injuries among adults aged 65 years or older and identified areas with high prevalence.

Methods

We extracted data on EMS calls from the Utah prehospital reporting system that had an incident address in Salt Lake County; a date of incident from January 1, 2014, through April 30, 2017; and a dispatch report of 1) a fall or 2) an unconscious/fainting or unknown problem/person down. Those with a dispatch report of a fall were assumed to be correctly classified as fall-related. Narratives of those with a dispatch report of an unconscious/fainting or unknown problem/person down were searched by using SAS version 9.4 (SAS Institute, Inc) for terms suggesting evidence of a fall, such as “fall,” “fell,” or “GLF” (ground level fall). Calls were excluded if the narrative included terms indicating no fall, such as “no fall,” “negative fall,” “not sustain a fall,” “denies (any) fall,” or “not suffer a GLF.”

The final data set included 14,824 fall-related injuries. Of those, 93% could be geocoded (96% of those geocoded with match score ≥90) and aggregated to the census tract level by using ArcGIS Pro 2.0 (Esri). Crude incidence rates were calculated by using American Community Survey 5-year population estimates for adults aged 65 years or older from 2014 through 2016, and mapped by census tract. Both counts and rates were classified by using equal intervals. Fall injury points were overlaid on census tract rates, and Google Maps (Google LLC) was used to explore neighborhoods with high counts or crude rates to identify facilities where fall prevention activities may be targeted.

Institutional review board (IRB) approval was obtained for the EMS data set from the Utah Department of Health IRB Committee.

Findings

Fall injury counts among adults aged 65 years or older were highest in census tracts in southeast and southwest Salt Lake County. Fall injury rates among adults aged 65 years or older were highest in census tracts in north-central and southeast Salt Lake County. Seven facilities were identified as locations of falls in these high-count or high-rate areas; all were mixed-level senior living residences (eg, independent living, assisted living, memory care). One census tract with a high rate did not have a senior living facility; most of these falls occurred in individual homes because of safety hazards. All census tracts with a high count had at least one senior living facility in which most falls occurred.

Action

Results were used by community partners to secure pilot funding for the Otago Exercise Program, and they are currently being used to target Stepping On and Otago programs, collaborate with Salt Lake County Aging and Adult Services’ Meals on Wheels program to better reach the senior population vulnerable to falls, develop one-on-one prevention programs at sites with a high prevalence of falls, implement collaborative fall prevention programs with EMS community paramedicine programs, and evaluate program interventions. Interventions target individuals and include easily modifiable risk factors such as muscle strengthening and balance retraining exercises, medication review, vision and hearing checks, and improving safety around the home. However, public health would do well to partner with other sectors, such as city planning, to improve the built environment for seniors.

Geospatial data can be challenging to interpret, and various analyses and visualizations should be assessed together for the most accurate picture. Assessing rates without also examining counts may lead to inappropriate resource allocation because of the size of the population aged 65 or older in certain census tracts. For example, one census tract had a high rate but low count because the population aged 65 years or older in this tract was small. Similarly, census tracts with a low rate and high count indicate areas where the population aged 65 or older is large. Resources allocated to high-rate/low-count tracts may have a lesser impact in reducing the burden of falls than resources allocated to low-rate/high-count tracts. Ultimately, program managers found count data most useful for targeting resources to locations. In the future, it would be useful to compare locations by calculating rates by facility.
Limitations of this project include incomplete 2017 prehospital data resulting from a reporting delay, missing 2015–2016 prehospital data from one EMS agency because of data submission issues, and potential misclassification of incidents as fall-related or not fall-related.
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Background

The Economic Hardship Index (EHI) combines 6 social and economic measures to provide a more complete picture of socioeconomic conditions in a community than any one measure alone (1,2). It has the advantage of comprising data that operate at the community level, rather than the individual or family level, and it allows for a comparison of one community relative to another (or itself) over time (3). Socioeconomic conditions in a community are strongly associated with health (4). Economic hardship can affect a person’s ability to access important health care services and lead a healthy lifestyle. Local estimates of life expectancy are useful in understanding the contributions of socioeconomic conditions to population health (2). Life expectancy data allow the examination of health disparities by place, because it reflects the combined effect of major illnesses and injuries and their underlying causes, including social and environmental determinants of health (5).

In response to calls for relevant and timely community-level indicators that address underlying causes of illness and injury and advance health equity, the Florida Department of Health used the EHI to test a bivariate mapping technique that combined data on economic hardship and life expectancy at the census-tract level in Nassau County, Florida. Nassau County is in northeastern Florida along the Atlantic coast. It has a land area of 725.9 square miles and a population of 73,314 (6). The average population per census tract in Nassau County is 5,640 (6).

Methods

We calculated the EHI by using 6 indicators from the US Census Bureau’s 2014 American Community Survey (ACS) 5-year estimates: unemployment (percentage of the population aged ≥16 who were unemployed), population dependency (percentage of the population aged <18 or ≥64), educational attainment (percentage of the population aged ≥25 with less than a high school diploma), per capita income, crowded housing (percentage of occupied housing units with >1 person per room), and poverty (percentage of persons living below the federal poverty level). We standardized these indicators within each tract to give them equal weight and combined them into a composite score. Scores range from 0 to 100, with higher scores indicating worse economic conditions. Additional methodologic details about the index are reported elsewhere (3).

We calculated life expectancy estimates by using 5 years (2009–2013) of aggregated mortality data geocoded to 2010 census tract areas. We used the adjusted Chiang II method to generate life expectancy estimates for all tracts (7). This method uses the life table approach and assumes that deaths are spread evenly throughout each age period. It also handles zero deaths in a given age category and is adjusted to account for variance in the last age interval — all of which are important considerations in calculating life expectancy estimates (7). We suppressed life expectancy estimates with a standard error of 2 years or more because of low numbers of deaths or small populations.

We used ArcMap 10.3.1 for Desktop (Esri) to join EHI scores and life expectancy estimates to the 2010 census tract shapefile and produce a bivariate map that displays life expectancy as graduated circles and EHI scores as a choropleth map. Each variable was categorized into 4 classes by using the Jenks natural breaks method. We performed correlation analysis in SAS version 9.4 (SAS Institute Inc).

Findings

Average life expectancy in Nassau County was 77.9 years (95% confidence interval [CI], 77.4–78.5 y), comparable to the national average of 78.7 years (8). We observed a gap of approximately 13 years between the tract with the shortest life expectancy (74.7 [95% CI, 73.1–76.2] y) and the tract with the longest life expectancy (88.1 [95% CI, 84.8–91.5] y). EHI scores ranged from a low of 30.5 (least hardship) to a high of 66.1 (greatest hardship). Most tracts followed the expected pattern, such that areas with higher levels of economic hardship generally had lower life expectancy. Overall, tracts with the highest levels of economic hardship and lower life expectancy were concentrated on the eastern side of the county. The 2 tracts with the lowest level of economic hardship and highest life expectancy were along the coast and shared a boundary. A simple correlation analysis showed a moderate negative association between life expectancy and economic hardship (r = −0.494, P = .10), although this association was not significant because of the small sample size (n = 12).

Action

The Florida Department of Health’s Health Equity Program Council (HEPC) Data and Assessment Subcommittee has piloted maps for several counties. These maps were shared with county health administrators and the state health department’s central office staff members who seek to link community-level data to Florida’s State Health Improvement Plan. Linking EHI scores with life expectancy estimates provides county health departments a more complete picture of neighborhood conditions than any one measure alone. The Nassau County map was distributed as part of a press release by the local health department and received news coverage in which residents shared their thoughts on the map and life expectancy disparities in their community. In the news story, com-
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Community members expressed surprise at the disparities, but they also felt that areas with higher economic hardship were indeed areas of poorer health. We hope this publicity will expand beyond Nassau County and generate more interest in addressing health disparities by using locally relevant data and bivariate mapping techniques.
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Maine licensed pharmacy locations, blood pressure medication adherence rates, and population density in 2018. Medication adherence in 2015 among Maine adults aged 18 to 64, calculated for renin–angiotensin system antagonists by using the proportion-of-days-covered method, was 83.8% (95% confidence interval, 83.4%–84.1%). York County had the highest adherence rate (85.2%; 95% confidence interval, 84.3%–86.0%). Counties with medication adherence rates significantly lower than the York County rate indicate where to focus interventions. Adult census tract–level population density for 2012 through 2016 indicates where to implement rural-specific interventions.
Background

Maps showing US state-level data help researchers understand the geographic distribution of chronic disease burden. As public health analysts refine spatial analysis skills, sub-state analyses are sought to determine how to tailor interventions to specific populations so that public health programs can use limited funds most effectively. A workgroup at the Division of Disease Prevention at the Maine Center for Disease Control and Prevention (Maine CDC) created this map to determine where and how to administer public health programs among adults aged 18 to 64 to increase adherence to antihypertensive medication regimens, ultimately influencing hypertension control rates.

In 2015, one in 3 Maine adults (33.4%) had diagnosed hypertension (1), and in 2015–2016 only half of Americans with diagnosed hypertension had controlled hypertension (2). Adherence to antihypertensive medication is associated with controlled hypertension and reduced risk of cardiovascular events (2). US costs for hypertension without heart disease, including health care services, medications, and missed work, totaled $55.9 billion in 2014–2015 dollars (3). Recent evidence also shows that adults aged 35 to 64 are less likely than adults aged 65 or older to take blood pressure medication and have controlled hypertension, thereby increasing their risk for heart disease and stroke (4). Reducing hypertension and cardiovascular events are public health priorities and Healthy People 2020 indicators (5). The Million Hearts program, a national initiative to prevent 1 million heart attacks and strokes, promotes efforts to control hypertension through increasing medication adherence and self-measured blood pressure monitoring (6).

Because half of Maine’s land area is uninhabited and 40.8% of the state population lives in rural counties, population density is a critical component in understanding rural health needs. Rural areas tend to have more veterans, older adults (≥65 y), and residents living in poverty than urban areas (7), and rural residents may face unique challenges in controlling hypertension, such as living long distances from pharmacies or physicians.

Data Sources and Map Logistics

Licensed pharmacy locations were received from the 2018 Maine Department of Professional and Financial Regulation Database and geocoded (8). Adult population density, representing adults aged 18 to 64, was calculated from the 2012–2016 US Census population estimates by dividing the total population of adults aged 18 to 64 by the census tract land area (square miles) (9,10). Five manual breaks were used to show variation in adult population density. Pharmacy claims from the 2015 Maine Health Data Organization’s All-Payer Claims Database (APCD), used to calculate blood pressure medication adherence rates, represent claims from private and Medicaid beneficiaries (11). Though some private beneficiaries aged 65 to 85 may be Medicare Part D beneficiaries, not all Medicare Part D claims are included in the APCD. Medication adherence was calculated according to Centers for Disease Control and Prevention (CDC) 1305 grant guidance, which uses the proportion-of-days-covered method (having medication for ≥80% of total enrollment days) (12).

Because pharmacy claims could not be linked to medical claims in the Maine APCD, we limited our analysis to renin–angiotensin system antagonists (RASAs), which are used exclusively for hypertension (RASA medications include angiotensin converting enzyme inhibitors, angiotensin II receptor blockers, and direct renin inhibitors and are used only for hypertension, unlike other antihypertensive medications). Total enrollment days were calculated from the patient’s prescription start date through December 31, 2015 (12). Antihypertensive medication adherence was calculated among Maine adults aged 18 to 85 who filed 2 or more prescription claims for RASAs and had medication for at least 90 continuous days in 2015. Medication adherence rates were calculated among 2 age groups, 18 to 64 and 65 to 85, and Pearson χ² tests (P < .05) were used to determine significance between the 2 age groups. County rates among adults aged 18 to 64 were analyzed, and a Pearson χ² test (P < .05) was used to compare county-specific medication adherence rates to the Maine rate. Then, significance was determined by using a one-way ANOVA and least significant differences test (P < .05), comparing the best county rate to all other counties.

SAS version 9.4 (SAS Institute Inc) was used to calculate medication adherence rates and perform statistical analyses. No institutional review board approval was required, but we completed a data use agreement with the Maine Health Data Organization. The map was produced in ArcGIS version 10.6 (Esri).

Highlights

Antihypertensive medication adherence rates increased with age and were significantly lower among adults aged 18 to 64 (83.8%; 95% confidence interval [CI], 83.4%–84.1%) than among adults aged 65 to 85 (86.9%; 95% CI, 86.6%–87.1%). Adherence rates among adults aged 18 to 64 were significantly higher in York County (85.2%; 95% CI, 84.3%–86.0%) than in Maine overall (83.8%; 95% CI, 83.4%–84.1%). Androscoggin, Franklin, Hancock, Kennebec, Knox, Penobscot, and Waldo counties had significantly lower medication adherence rates (P < .05) than York County, indicating where to tailor interventions (Table).
Population density and pharmacy locations were concentrated in southern coastal regions but varied substantially within counties with lower medication adherence. Inset maps of Lewiston–Auburn (Androscoggin County) and Bangor (Penobscot County) were included in the map accompanying this article to show greater detail for population-dense towns in counties with lower medication adherence rates. A limitation of the map is that medication adherence rates may be slightly overestimated because of study inclusion criteria, the proportion-of-days-covered method, and restricting analyses to RASAs only. The map does not display medication adherence rates and is best used alongside data tables or an internal interactive ArcGIS online web application that the Division of Disease Prevention workgroup created.

### Action

Maine CDC could use data presented in the map to focus future tailored interventions in pharmacies located in counties with significantly lower adherence rates and replicate successful practices in York County pharmacies to improve medication adherence. Maine CDC can help implement self-measured blood pressure monitoring, lifestyle change programs, or telehealth interventions on the basis of local population density. Self-measured blood pressure monitoring and telehealth may be beneficial in areas with low population density because in-person lifestyle change programs may be less effective if patients live far away from a retail pharmacy. Applying all 3 approaches in densely populated areas could improve medication adherence and hypertension control for a high proportion of the state’s younger adult population (18–64 y). If the interventions increased medication adherence in identified lower adherence counties, 495 adults aged 18 to 64 taking RASA medications would be adherent to blood pressure medications, increasing their chances of controlled hypertension. This conservative estimate was calculated by multiplying the difference between the county rate and the York County rate (85.2%) by the county-level study populations (Table) and summing the results. The Maine CDC plans to replicate this collaborative map process to strategically inform other chronic disease prevention programs.
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### Table

Table. Medication Adherence Among Adults Prescribed RASA Medications, by Demographic and Geographic Characteristics, Maine, 2015<sup>a</sup>

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>No. (%)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>% Adherent&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P Value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>105,663 (100)</td>
<td>85.5 (85.3–85.7)</td>
<td>NA</td>
</tr>
<tr>
<td>Age, y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–64</td>
<td>45,544 (43.1)</td>
<td>83.8 (83.4–84.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>65–85</td>
<td>60,119 (56.9)</td>
<td>86.9 (86.6–87.1)</td>
<td></td>
</tr>
<tr>
<td>County, adults aged 18–64 y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Androscoggin</td>
<td>3,944 (8.7)</td>
<td>82.8 (81.6–84.0)</td>
<td>&lt;.05&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Franklin</td>
<td>849 (1.9)</td>
<td>80.9 (78.3–83.6)</td>
<td></td>
</tr>
<tr>
<td>Hancock</td>
<td>1,581 (3.5)</td>
<td>82.2 (80.3–84.1)</td>
<td></td>
</tr>
<tr>
<td>Kennebec</td>
<td>4,366 (9.6)</td>
<td>82.8 (81.7–83.9)</td>
<td></td>
</tr>
<tr>
<td>Knox</td>
<td>1,142 (2.5)</td>
<td>81.6 (79.4–83.9)</td>
<td></td>
</tr>
<tr>
<td>Penobscot</td>
<td>5,829 (12.8)</td>
<td>83.4 (82.5–84.4)</td>
<td></td>
</tr>
<tr>
<td>Waldo</td>
<td>1,383 (3.0)</td>
<td>80.2 (78.1–82.3)</td>
<td></td>
</tr>
<tr>
<td>York</td>
<td>6,573 (14.4)</td>
<td>85.2 (84.3–86.0)</td>
<td>−&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Abbreviations: CI, confidence interval; NA, not applicable; RASA, renin–angiotensin system antagonists.

<sup>a</sup> From Maine Health Data Organization, All Payer Claims Database (APCD) (11).

<sup>b</sup> Maine adults aged 18–85 recorded in APCD pharmacy claims who filled at least 2 prescriptions for RASA (renin–angiotensin system antagonists) medications in 2015 that totaled at least 90 continuous days’ supply, with the first prescription filled on or before September 30, 2015. Study population numbers may not sum to group totals because of missing information on that demographic or geographic characteristic, and study population percentages may exceed 100% because of rounding.

<sup>c</sup> Percentage of Maine adults aged 18 to 85 adherent to medication regimens (had medication for 80% of days from the patient’s prescription start date until the end of the calendar year) based on 2015 Maine Department of Health APCD pharmacy claims.

<sup>d</sup> P values were calculated based on Pearson χ² test at α = 0.05 between demographic groups.

<sup>e</sup> P values calculated by using the ANOVA test at α = 0.05 comparing York County to all Maine counties. Only significant counties were presented in this table.

<sup>f</sup> No P value was presented for York County because it is the county comparison rate.
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Map A shows underserved DPP areas, counties that do not have any CDC-recognized DPPs and have a population of 10,000 or more, in Pennsylvania. Map B shows the CDNIRs for each underserved county within Pennsylvania in 3 risk factor categories: health, socioeconomic, and access indicators. Numbers indicate ranking on 3 hierarchical tiers according to need for DPP: low (range, 1.0–6.9), moderate (range, 7.0–12.9), and high (range, 13.0–22.0) CDNIRs are an average of the county ranks for each indicator in the 3 categories. Map C shows the ODNIRs for the 22 underserved areas. ODNIR is a weighted average of 3 CDNIRs: health, socioeconomic, and access indicators. Abbreviations: CDC, Centers for Disease Control and Prevention; CDNIRs, Category-wise DPP Need Index Ranks; DPP, Diabetes Prevention Program; ODNIRs, Overall DPP Need Index Ranks; PADOH, Pennsylvania Department of Health.
Background

The Diabetes Prevention Program (DPP) is a lifestyle change program recognized by the Centers for Disease Control and Prevention that is intended to prevent patients diagnosed with prediabetes from developing type 2 diabetes. The Public Health Management Corporation’s Research and Evaluation Group (R&E Group), the external evaluation partner for the Pennsylvania Department of Health’s (PADOH’s) DPP initiative, conducted an analysis to identify counties with no in-county access or limited access to sites offering DPP classes (underserved) and their relative need. R&E Group identified 22 underserved counties in Pennsylvania, a state in which diabetes is a leading cause of death. Thus, increasing access to evidence-based type 2 diabetes interventions is a priority for PADOH. To effectively prioritize DPP expansion efforts, it is important to examine resource allocation and program accessibility across the Commonwealth.

Methods

R&E Group produced an index to rank underserved counties on the basis of need to identify which of the 22 would benefit most from a new DPP site. This index is based on risk factors for developing type 2 diabetes and factors that influence the ability of populations to access health services. R&E Group identified 12 metrics and grouped them into 3 categories.

Indicators

Because DPP eligibility is based on a diagnosis of prediabetes, county-level rates of diabetes and prediabetes are included as indicators of need for DPP. Prevalence of conditions considered to be risk factors for developing type 2 diabetes, including obesity and low rates of physical activity, were also included in this analysis (1).

Extensive literature indicates that low socioeconomic status is a risk factor for developing type 2 diabetes. Two socioeconomic indicators, low household income and not having a college degree, are associated with high prevalence of type 2 diabetes (2) and were included in the index. Unemployment and not having health insurance were also included, because they are typically associated with low socioeconomic status (3).

The ability for target populations to access DPP classes influences the viability of DPP sites. This index accounts for the percentage of residents living in rural areas, because these areas often experience lower access to health services than nonrural areas (4). Food insecurity and the percentage of low income populations that do not live near a grocery store were also included, because lack of consistent access to healthy food is a risk factor for developing type 2 diabetes (5). Finally, each county’s ratio of population to primary care physicians was included in this analysis to identify counties with low capacity for delivering primary care. Access to primary care is crucial to preventing chronic diseases, including type 2 diabetes (6).

County DPP Need Index development

R&E Group used County Health Rankings data for the 22 underserved counties in each of the 12 indicators and used them to reassign each county a diabetes risk rank among the 22 counties. The new ranks were assigned based on a subset of the county’s original County Health Rankings data. The new diabetes risk-focused ranking ranged from 1 for healthiest to 22 for unhealthiest.

On the basis of this framework, a DPP Need Index (DNI) was developed by using the counties’ revised positions to determine risk for being a DPP underserved area. Counties located lower on the DNI were those that had lower levels of county-wide risks. Based on DNI rank, counties were divided into 3 hierarchical tiers according to need for DPP: low (range, 1.00–6.99), moderate (range, 7.00–12.99), and high (range, 13.00–22.00).

This methodology was applied to formulate preliminary category-wise and overall county DNI ranks. The Category-wise DNI Index rank (CDNIR) for a county was its average rank across all 4 metrics that make up the indicator group. The Overall DPP Need Index rank (ODNIR) was based on a weighted average ranking of the county across all 3 categories. Simple weights in each category were assigned on the basis of their direct relevance to prediabetes. Health category was assigned the highest weight of 50% in the calculation of the ODNIR on the basis of the 4 indicators (obesity, prediabetes, diabetes, and lack of physical activity) that directly affect diabetes risk in the county. High correlation among these measures indicates greater need for an intervention. Each of 2 remaining socioeconomic and access indicator categories were assigned weights of 25% in the final rank calculation as indirect indicators of diabetes risk. For example, Armstrong County, which had health, socioeconomic, and access CDNIRs of 17.00 (high), 11.25 (moderate), and 10.50 (moderate), respectively, had an unweighted ODNIR of 12.92 (moderate). However, once weights were assigned to the individual CDNIRs, the ODNIR for Armstrong County fell to 13.94 (high), because the county had a higher risk in the health category.

Data for producing this index were provided by County Health Rankings and Roadmaps (7). World Geocoder for ArcGIS (Esri) was used to locate DPP sites. Potential DPP sites were identified by using 2017 address data. Maps were produced in ArcMap version 10.4.
Main Findings

CDNIRs and ODNIRs were used to determine counties with the highest need for DPP. Three underserved counties, Juniata, Potter, and Somerset, had high CDNIRs across all 3 indicators. They also comprised 3 of the 4 counties with the highest ODNIRs. Five other counties, Bedford, Venango, Armstrong, Indiana, and Mifflin, showed a high need for DPP on the basis of their ODNIRs. Among the original 22 counties identified as having limited access to DPP, 8 were identified as having high need for DPP infrastructure.

Action

This series of maps highlights counties where PADOH can direct its DPP expansion efforts. Geographic visualization of DPP sites allows regional implementation partners to prioritize areas with limited program access and is a tool to engage partners in seeking expansion sites that can serve populations at high risk for developing type 2 diabetes. Our analysis focused on county data to maximize publically available data, support PADOH discussion, and align with DPP funding channels. Access across county lines is also important to explore in the future, because county boundaries are often an artificial barrier and within-county disparities in access may be missed.
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The ring map shows that states with a higher prevalence of risk factors generally have a higher prevalence of diagnosed diabetes. The 9 states in the highest tertile for all 5 risk factors also are in the highest tertile for diabetes prevalence. By integrating multiple spatial data elements in a single graphic, the ring map highlights possible state-level associations between diagnosed diabetes prevalence, socioeconomic disadvantage, and health behaviors. All mapped values represent data for adults aged ≥18, except the percentage with no high school diploma, which was measured for adults aged ≥25.
Background

In the United States, diabetes is a leading cause of adult-onset blindness, kidney failure, and death (1). Efforts to prevent and control diabetes must consider geographic variation in disease prevalence and risk factors such as obesity, sedentary lifestyle, and low educational attainment (2). Maps are essential to our understanding of geographic differences in population health and disease vulnerability. Comparing geographic patterns of disease and population risk across multiple maps, however, can be cumbersome. Ring mapping is an innovative geovisualization method that permits the display of multiple spatially referenced variables on a single map (3). We used a ring map to depict the prevalence of diagnosed diabetes and 5 associated risk factors (living below the federal poverty level, low educational attainment, obesity, no leisure-time physical activity, and current smoking) for adults in all 50 US states and the District of Columbia.

Data Sources and Map Logistics

We obtained data on the age-adjusted prevalence of diagnosed diabetes, obesity, physical activity, and current smoking among adults aged 18 or older from the Behavioral Risk Factor Surveillance System (4). For these measures, we calculated mean age-adjusted prevalence on the basis of the most recent 3 years of data available (2014–2016). We obtained data on poverty (percentage of adults aged ≥18 below the federal poverty level) and educational attainment (percentage of adults ≥25 with no high school diploma) from the US Census Bureau, American Community Survey, 2015 1-Year Estimates (5).

We constructed a ring map with 2 principal parts: a ring display and a central basemap. The ring display consists of 6 concentric rings, each comprising 51 symbolization units, 1 unit in each ring for each state and the District of Columbia. The 2 outermost rings represent the 2 socioeconomic risk factors; the 3 inner rings, the 3 health behavior risk factors; and the single innermost ring, the prevalence of diagnosed diabetes. The central basemap shows the geographic pattern of diagnosed diabetes prevalence across states; the shade used to depict the prevalence of diagnosed diabetes in each state on the basemap is the same shade used in the innermost ring. Diabetes and risk factor data are symbolized by using a tertile ranking scheme, with approximately equal numbers of observations in low, medium, and high classes. Tertiles were based on the distribution of values for all 50 states and the District of Columbia (Table). Intentional gaps in the rings and basemap indicate the 4 US Census regions, facilitating exploration of potential regional differences in diabetes prevalence and population risk.

A state-specific example (Montana) illustrates how to interpret the ring map. The ring display shows 6 symbolization units for Montana. Reading from the outermost rings to innermost ring, we see that Montana has a medium prevalence of poverty, a low prevalence of no high school diploma, a low prevalence of obesity, a low prevalence of no leisure-time physical activity, a high prevalence of current smoking, and low prevalence of diagnosed diabetes. The basemap shows the location of Montana and its low prevalence of diagnosed diabetes in relation to the rest of the United States.

The US basemap was created in ArcMap version 10.4 (Esri). A JavaScript was developed to draw the ring elements in Adobe Illustrator (Adobe, Inc). We assembled the basemap and rings and added text and legend elements in Adobe Illustrator.

Highlights

The ring map shows generally a higher prevalence of diagnosed diabetes in the South. This finding is consistent with the findings of previous research, which identified a “diabetes belt” of counties located predominantly in the South census region (2). The prevalence of socioeconomic and health behavior risk factors is also higher overall in the South. The 9 states in the highest tertile for all 5 risk factors (all located in the South) are also in the highest tertile for diagnosed diabetes. Conversely, of the 3 states in the lowest tertile for all 5 risk factors (all located in the West), 2 states (Colorado and Utah) are in the lowest tertile for diagnosed diabetes and 1 state (Hawaii) is in the medium class.

Some clear exceptions to the general spatial correspondence of diagnosed diabetes prevalence and population risk merit examination. In the midwestern states of Iowa, Nebraska, and North Dakota, for example, obesity prevalence is high, but diabetes prevalence is low. On the other hand, California, in the West, has a low prevalence of obesity, a low prevalence of no leisure-time physical activity, and a low prevalence of smoking but a high prevalence of diagnosed diabetes. Thus, although the ring map highlights possible associations between diagnosed diabetes prevalence, socioeconomic disadvantage, and health behaviors at the state level, it also suggests potential regional differences in risk (6).

This ring map has several limitations. The geovisualization does not indicate the significance of potential associations between the selected risk factors and diabetes prevalence, nor does it convey statistical information about spatial autocorrelation of risk factors and diabetes. Based on state-level data, the ring map does not permit visual assessment of small-area geographic variation in diabetes and population risk within states. Finally, graphic space and
legibility constraints limit the number of rings displayed and thus the number of potential risk factors mapped.

**Action**

This novel geovisualization can help raise public awareness about spatial variability in diabetes prevalence and vulnerability. The striking visual association between the prevalence of diagnosed diabetes and population risk, especially in the South, can inform and motivate state initiatives to address such modifiable risk factors as poverty, obesity, sedentary lifestyle, and smoking. The ring map also might encourage further exploration of additional area-level factors that alone, or in combination, influence diabetes morbidity and mortality, including, racial/ethnic composition (1,7), characteristics of the built environment (3), and state decisions to expand Medicaid (8).
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Table

Table. Ranges for Low, Medium, and High Tertiles for Prevalence of Diagnosed Diabetes and Selected Associated Risk Factors, Based on Distribution of Values Among Adults Aged ≥18 in 50 States and the District of Columbia

<table>
<thead>
<tr>
<th>Measure</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosed diabetes, %</td>
<td>6.5–8.2</td>
<td>8.3–9.7</td>
<td>9.8–12.8</td>
</tr>
<tr>
<td>Socioeconomic risk factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below federal poverty level, %</td>
<td>7.6–11.1</td>
<td>11.2–13.8</td>
<td>13.9–18.9</td>
</tr>
<tr>
<td>No high school diploma, %b</td>
<td>6.4–9.2</td>
<td>9.3–12.4</td>
<td>12.5–17.8</td>
</tr>
<tr>
<td>Health behavior risk factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese, %</td>
<td>21.2–27.3</td>
<td>27.4–30.9</td>
<td>31.0–36.8</td>
</tr>
<tr>
<td>No leisure-time physical activity, %</td>
<td>16.6–21.3</td>
<td>21.4–24.9</td>
<td>25.0–32.4</td>
</tr>
<tr>
<td>Currently smoke, %</td>
<td>9.1–16.0</td>
<td>16.1–19.7</td>
<td>19.8–27.3</td>
</tr>
</tbody>
</table>


b Among adults aged ≥25.
An Online Geographic Data Visualization Tool to Relate Preterm Births to Environmental Factors
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Summary

What is already known about this topic?
Preterm birth is a complex health problem with numerous risk factors. Data visualization and mapping of preterm birth and related data are valuable methods of exploring data and engaging the public and stakeholders.

What is added by this report?
This project details the process of designing, gathering user feedback, and implementing an online and open source data visualization and exploration tool for preterm birth and related data in Fresno County, California. What are the implications for public health practice?
By giving researchers, stakeholders, and the public free and open source data exploration tools, more informed discussions for reducing preterm birth can occur, and new avenues of research can be explored.

Abstract

Preterm birth (<37 weeks gestation) continues to be a significant cause of disease and death in the United States. Its complex causes are associated with several genetic, biological, environmental, and sociodemographic factors. Organizing and visualizing various data that may be related to preterm birth is an essential step for pattern exploration and hypothesis generation and presents an opportunity to increase public and stakeholder involvement. In this article, we describe a collaborative effort to create an online geographic data visualization tool using open software to explore preterm birth in Fresno County, where rates are the highest in California. The tool incorporates information on births, environmental exposures, sociodemographic characteristics, the built environment, and access to care. We describe data sets used to build the tool, the data-hosting platform, and the process used to engage stakeholders in its creation. We highlight an important example of how collaboration can increase the utility of geographic data visualization to improve public health and address health equity in birth outcomes.

Preterm Birth and the Need for Data Visualization Tools

Preterm birth (<37 weeks of gestation) contributes significantly to disease and death in the United States, both in the short term and long term. It is associated with higher death rates through infancy and childhood, decreased reproduction, increased risk of having preterm offspring, increased risk of high blood pressure, and symptoms of metabolic syndrome (1–5). The causes of preterm birth are complex and vary for early gestation (20–31 weeks) and late gestation (32–36 weeks) as well as spontaneous (eg, sudden or unplanned preterm birth) and medically indicated (eg, planned and induced preterm birth to minimize other health risks of the baby or mother) subtypes (6). Understanding the causes of preterm birth is vital to informing overarching risk reduction strategies and to developing early detection methods and interventions and can lead to new discoveries in subtype and population-specific risks. However, exploring the myriad of risks for preterm birth — from a woman’s health history, to biomarker data, to behaviors — is challenging for researchers, clinicians, and community health organizations seeking to understand preterm birth and work with women to reduce their risks. These challenges increase as the importance of environment and context become increasingly relevant in preterm birth research and clinical care. Factors such as air pollution, neighborhood environment, and socioeconomic status introduce new data and analytic challenges derived from geographic data formats, which must be integrated with traditional clinical data (7–9). Furthermore, new sources of open-source data are becoming increasingly available, leading to new research and
data integration opportunities for better understanding preterm birth (10).

At a population level, health data can be linked geographically through address, census tract, and zip code information. Exploratory spatial data analysis (ESDA) uses geographic linkages to explore patterns, compare nearby geographic regions, and analyze spatial clusters (11), which can indicate underlying place-based variables important to a health outcome, such as crime, pollution, or unexplored environmental factors (12). Visualization of such data is essential for pattern exploration and hypothesis generation. Data visualization offers a field of research and developed tools for exploring patterns, identifying relationships, and synthesizing information in large, multiscale, and multivariate data sets (13). Being able to explore and visualize multilevel and multifactor risks for preterm birth may lead to new mechanistic hypotheses (14), and allow researchers, clinicians, and community health organizations to work with patients in the context of population-level patterns (15). For such a visualization tool to be useful it must be easy to use and immediately accessible, preferably through an online platform; it must leverage ESDA and geographic data science exploratory tools (16) and must have an integrated data structure that includes medical, behavioral, social, and environmental factors.

In this article we discuss the collaborative efforts of several organizations in Fresno County and the state of California to create an online data visualization and exploration tool by using open software (https://delphidata.ucsd.edu/ptbi) to describe preterm birth in Fresno County. We describe data sources and data collection, data features, and mapping functions of the tool. We highlight the utility of online geographic data visualization to explore possible causes of preterm birth and interventions to address it. We also detail how such tools can be built in collaboration with on-the-ground organizations and stakeholders.

**Setting and Partners**

Fresno County, California, exemplifies the many challenges presented by the complex and multiple-pathway mechanisms of preterm birth. According to vital statistics for 2007 through 2012 of the California Department of Public Health, Fresno County had the highest overall preterm birth rate in the state, 9.9%, representing 3.7% of California’s preterm births. At a finer geographic scale, 41.4% of all preterm births in that time frame occurred in the south and west-central areas of the city of Fresno. These are the most populated areas of the county, and more than 70% of pregnant women residing there receive Medi-Cal health insurance for prenatal care or delivery on the basis of low-income status. For these reasons, Fresno County is one location of focus for the University of California–San Francisco (UCSF) California Preterm Birth Initiative, a multiyear interdisciplinary research effort with the goal of reducing the prevalence of preterm birth. The Fresno County part of the initiative is a Collective Impact effort that brings together strategic partners from different sectors to focus on the prevention of preterm birth and to address racial and ethnic disparities in its prevalence. Members include local leaders representing public institutions (Fresno County Office of Education, Fresno Housing Authority, Fresno Police Department), public health (Fresno County Department of Public Health; Special Supplemental Nutrition Program for Women, Infants, and Children; First 5 of Fresno), health systems and hospitals (Cal Viva Health, Valley Children’s Healthcare, Community Medical), higher education (Fresno State University, UCSF–Fresno), health clinics (eg, Clinica Sierra Vista), community benefit organizations (eg, AMOR Foundation, Every Neighborhood Partnership), and mothers who experienced preterm birth. Collectively, these groups have committed to address and reduce preterm birth.

A research team from the University of California–San Diego and UCSF composed of geographers, computer scientists, research experts on preterm birth, and a practicing obstetrician was formed in 2016. The team partnered with the Collective Impact effort in Fresno County to begin planning an online geographic data visualization tool that could aid in the assessment, exploration, and discovery of patterns in preterm birth and other social, environmental, and hazard factors. The team met several times with members of the Fresno County Preterm Birth Initiative to obtain feedback about data to include in the tool and the tool’s usability and design.

**Data Inputs and Collection**

Finding, formatting, and amalgamating data inputs is one of the largest tasks of any data visualization project. A core goal of this project was to collect data resources that may not be traditionally associated with preterm birth to aid in research discovery and relationship exploration. As a start to the project, various preterm birth researchers were invited to brainstorm variables and data of interest ranging from birth outcomes to environmental factors to supportive resources. From those lists, the core team worked to collect as many data sources as possible (Table). Data were formatted at 2 geographic levels: census tracts, when possible, and Medical Service Study Areas (MSSAs). MSSAs are geographical analysis units defined by the California Office of Statewide Health Planning and Development (OSHPD) and are based on census tracts. Numerous health-related state data sets are provided only at the MSSA unit. Three main types of software were used to amalgamate and format data: ArcMap, version 10.5 (Esri), Microsoft Excel (Microsoft Corp), and SPSS (IBM Corp). All data were
manually entered into master CSV (comma-separated values) spreadsheets by geographic unit with data dictionaries. The process included manual data curation decisions, for example, deciding what variables to keep or discard because of redundancy, or methods of aggregation such as counts versus averages.

Data about births were obtained from a birth cohort database maintained by OSHPD. These data are shared through data use agreements and were obtained through collaboration with the California Preterm Birth Initiative under an institutional review board–approved protocol from the California Committee for the Protection of Human Subjects, protocol no. 12–09-0702, ongoing since 2009. The birth cohort file contains detailed information on maternal and infant characteristics derived from linked hospital discharge, birth certificate, and infant death records. Included in the file were all singleton births in Fresno County from 2007 through 2012 with an obstetrician’s best estimate of a gestation at delivery of 20 to 44 weeks and with no known chromosomal abnormalities or major structural birth defects (17). Births were categorized by weeks of gestation based on best obstetric estimates (early preterm birth, gestational age <32 wk; late preterm birth, gestational age 32 to ≤36 wk; term birth, gestational age ≥37 wk) and spontaneous and medically indicated subtypes of birth. Additional data derived from the linked birth certificate and hospital discharge data were race/ethnicity, age, parity, country of birth, pre-pregnancy weight, height, insurance status, smoking, diabetes, hypertension, anemia, maternal education, reported drug use, diagnosed infection, mental illness, and for multiparous women, known number of previous caesarean sections and interpregnancy interval. Data files provided diagnoses and procedure codes based on the International Classification of Diseases, 9th Revision, Clinical Modification (18). The final data set included 81,021 women. Data were aggregated to MSSAs and census tracts with a minimum of 16 women per geographic unit to preserve privacy. In addition to the OHSPD data set of women giving birth, several other indicators were collected from a variety of data sources including the US Census, the Environmental Protection Agency, California Health and Human Services, Fresno County, Esri (Environmental Systems Research Institute), Google, and other California State agencies (Table). Almost all data sets included in the tool are open source and available online, except for data about crime. Not all the indicators align in date with the birth data (2007–2012) because of availability of online data sets. This is a limitation of the tool, which will be improved when newer birth data can be incorporated and as more data are made available online to include past years. Data ingestion is ongoing, and new data sets will be added as they are made available and processed.

Online Infrastructure and Key Features

The online platform has 2 sides with a user-friendly front end featuring simple click and view options for preterm birth–related topics, and a password protected back end for more advanced users with more data and complex visualization options. Software to develop the tool are all open source framework environments and libraries built with shareability and reproducibility in mind. Using the open source frameworks can allow the tool to be repurposed not only for health but also for other data applications. Code developed for the front-end infrastructures is available online through our GitHub repository (https://github.com/hdscalecollab-uscd/PTBi-Viz), with back-end code to be added in the near future. We encourage users to use these codes for their own health data visualization projects and to contribute new visualization features back to the repository as they are developed. The front-end development was a direct result of input from stakeholders who, early in the process, voiced a need for a user-friendly and guided data experience for people unfamiliar with data exploration and visualization techniques. Thus, the 2 applications were designed differently to provide their targeted audiences with the data visualization and analytic tools that support knowledge discovery for preterm birth.

The topic-driven front end is intended to create a guided experience to browse data by predefined topics (eg, demographics, environmental pollution) with curated data selected by the team. Each topic has no more than 15 variables per screen, thus limiting the scope of data exploration and making it more manageable for lay users. The data-driven back end application allows users to examine preterm birth–related variables by region and by their relationships with other variables with no limit to the quantity or type of variables included in an analysis. For example, a researcher can explore associations between very preterm birth (between 28 and 32 wk), environmental pollution, socioeconomic disadvantage, and access to care simultaneously.

When logging onto the public site for the first time (https://delphidata.ucsd.edu/ptbi), the user is welcomed with a video briefly explaining the California Preterm Birth Initiative. The 8 topical areas (birth data, health care, demographics, environmental pollution, socioeconomics, pregnancy-related factors, built environment, and health risk) encourage users to begin their exploration of preterm birth and selected geographically organized data. These topics are built with a module tab design pattern where content for each topic is constructed in a separate tab panel and only 1 topic is viewable at a time. When a topic is clicked, the first window to appear in the new page is information about the sources of data being displayed. Within each topic tab, data visualization components are laid out in a side-by-side grid system. These data
visualization components are modularized map or graph items that support interactive data visualization by itself or with intercomponent highlighting (across map and graph) and synchronization (between maps). We selected the combination of data visualization components for each topic on the basis of the data type and the spatial resolution of data. For example, pollution data are presented solely with map representations (Figure 1a), whereas birth data include graphical representations of indicators (Figure 1b).

Underlying the back end of the site is the National Science Foundation–supported DELPHI (Data E-Platform Leveraged for Patient Empowerment and Population Health Improvement) developed at UC San Diego, which was implemented to design an asthma management system in San Diego County (19) and can support data-driven public health discoveries from multiple approaches. The site is organized by 4 main visualization functionalities to allow for data exploration by geographic region, by indicator (Figure 2a), by indicator relationships, and by correlation matrices (Figure 2b). These different functions give the user multiple options to explore data relationships through dynamic pie chart visuals, histograms, ranked associations with other indicators, and heat-map matrix visuals. All functions are linked and highlighted when hovering over them so that as 1 data element or geographical unit is selected, the corresponding units are highlighted. All data are included in the back-end site and are organized by topic area. This organization does require the user to filter through and select variables of interest, but is an important aspect of the data exploration process. In numerous pages the option to save data selections is included so that users can go back and reload previous visualizations. Users can also export various results and outputs into Excel, CSV, and PDF. In future iterations we plan to add ability to download spatial data formats as well.

We used several popular programming framework environments and libraries to develop the applications. Both the front-end and back-end site were developed with the Bootstrap framework (Bootstrap) and the Node.js (Joyent, Inc) environment. The visualization components are built around the D3.js (Mike Bostock) library in the back-end site, and the front-end site mixes up D3.js and its extensions for the chart items and the open-source Leaflet.js (Vladimir Agafonkin) for some mapping features. The data framework transfers processed data between the PostgreSQL (PostgreSQL Global Development Group) database and the visualization platforms through Node.js routes and server-side SQL functions.
Stakeholder Involvement

The design team followed a user-centered design model for facilitating stakeholder involvement and designing the tool for optimal interface success, which proved successful for designing web-mapping, visualization, and data exploration projects (20–22). We used the user–utility–usability loop developed by Roth, Ross, and MacEachren, in which we collected input and feedback on needs and designs from preterm birth researchers and stakeholders (user), prompting revisions to the conceptualization and functional requirements of the tool (utility), leading to new versions of the data visualization tool (usability) for additional evaluation by our target users, thus restarting the loop (23).

An initial draft of the visualization tool using the DELPHI platform was presented to the Fresno County Preterm Birth Initiative in early 2017. Feedback obtained from stakeholders included comments about variables to be used, geographic resolution, and the need for a more user-friendly and simple site that would allow less advanced users to explore and visualize key data sets. The public-facing side of the site was presented again to the Fresno County Preterm Birth Initiative in early 2018 to obtain further input and to narrow down the key topics of interest. The design team then worked with the Fresno County Preterm Birth Initiative Shared Measures Committee, a subgroup of the Fresno initiative that focuses on data and measurement issues, over several meetings to come up with 8 topics to feature on the public-facing side of the tool. The Shared Measures Committee comprises cross-sector leaders and experts in measurement and evaluation and a mother who experienced preterm birth. This committee helps set goals, inform strategies, and establish or develop measures of progress for the Fresno initiative. The iterative feedback between the design team and the Shared Measures Committee was critical for the design of the tool and for determining how the 8 topics should be populated and visualized. Having the design team attend multiple meetings of the Fresno initiative gave additional context to challenges surrounding preterm birth, such as social disadvantage and health care access, and the need to represent such phenomena in maps in a transparent way. Further discussions highlighted how the tool needed to be easy to use for nonprofit organizations to create figures for grant applications and accessible to the public and elected officials. In addition, the tool needed to be bilingual, for both English and Spanish speakers.

The tool was presented to the public and other Fresno initiative stakeholders in July 2018 at the Fresno County Preterm Birth Initiative Forum. The purpose of the event was to convene community members and stakeholders to raise awareness about preterm birth and communicate Preterm Birth Initiative strategies, successes, and challenges. As an example, the team walked through an assessment of environmental pollution as related to preterm birth from the viewpoint of a concerned community member and then from the viewpoint of a public health researcher. Beginning with the front-end, demographics around a neighborhood of interest as related to preterm birth were examined using pie charts and histograms with linked maps (eg, Figure 1b). Moving to the environmental pollution tab, rates of ozone, PM2.5 (atmospheric particulate matter with a diameter of less than 2.5 micrometers), traffic density, and toxic release were examined in relation to 3 neighborhoods in downtown Fresno (eg, Figure 1a). Resulting figures could be used in public presentations, community discussions, or public grant applications. The demonstration then turned to the back-end site where a researcher might want to examine all possible pollution factors in association with not only preterm birth rates, but also mothers’ rates of hypertension, community asthma rates, and poverty indicators by using a correlation matrix (eg, Figure 2b). The tool was presented alongside a poster outlining “Unequal Neighborhoods: Fresno” research on historical zoning and land use policies influencing health disparities. At the event, attendees were encouraged to interact with the tool and with the design team to ask questions and provide feedback. They were given a link to submit further feedback through an online survey and to stay engaged with the project. Feedback is considered and incorporated into the tool design.

Challenges, Next Steps, and Final Thoughts

The project faced numerous challenges. Data collection, formatting, and updating from various agencies and resources will continue to be a significant task moving forward. The issue of updating data in future years as funding for the project expires is a current topic of discussion for the Fresno County initiative. Our current funding from the California Preterm Birth Initiative supports travel to Fresno and meeting support with stakeholders, a part-time developer, and a part-time–equivalent data-focused researcher. At the very least, a sustainable data updating plan will need to be enacted so that the tool can become a staple feature of the Fresno County Preterm Birth Initiative. As new and updated data are pulled into the tool, the team will also have to face the challenge of demonstrating change from time-based data. The collaborative nature of the project, while an essential feature of making the tool a success, is also not without challenges. When soliciting feedback from stakeholders, the design team had to be cognizant of what was possible in terms of data limitations, the design work involved, and timeline management. Balancing what is possible and what is feasible within a project scope and budget is a challenge for any collaborative project.
The next step in the process will be further dissemination of the tool, because use of the tool by stakeholders thus far has been limited. To this end, the authors are planning a series of workshops focused on local policy makers and staff members, nonprofit organizations, and academic researchers. The tool will also be presented to obstetrics and gynecology residents and students during a UCSF–Fresno grand rounds. The team is also creating a set of how-to videos with examples and trainings to explain how to use tool components and featuring specific use cases such as generating visuals for a grant application or for presentation to a community group, drawing on feedback and previous research showing the need for training across health and geospatial visualization tools (24). We are working to create an Esri story map as an example of how a narrative concerning preterm birth might be created using data on the tool site, and we will also explore open source visualization publishing tools to allow advanced users to create their own story-like narratives from the data visualizations. In the future, a major goal will be to allow users to securely upload and analyze their own collected data sets against the backdrop of public data amalgamated in the tool. We are also in the process of developing similar tools for the San Francisco and San Diego regions.

The Fresno Preterm Birth Initiative’s data visualization tool provides information on births, environmental exposures, sociodemographic characteristics, the built environment, and access to care in a format that makes the information more accessible than it has ever been before. The front-end site design was customized to suit each topic and made as intuitive as possible, allowing community users to engage with preterm birth data, and allowing stakeholders from nonprofit organizations to use figures and data in the tool for grant writing, communication, and policy discussions about preterm birth. The back end offers significantly more data for exploration, along with more powerful tools for data visualization and relationship discovery. The design process, with significant input from the Fresno initiative, preterm birth researchers, and other stakeholders demonstrates the power of working with health and community experts who work daily to improve public health. The original concept of the tool focused solely on using the DELPHI platform and would have been inaccessible to many potential users. Through iterative feedback the design team was able to create a user-friendly front-end site and had significant assistance in identifying and obtaining data sets for inclusion in the tool. Furthermore, because of the collaboration, dissemination of the tool is increased by public events such as the Fresno County Preterm Birth Initiative Forum and publicity of the tool. Lastly, our feedback to date is unanimously positive. Users of the tool report powerful value for the community at large and express hope to see it grow.
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### Table

Table. Data Topics, Tool for Visualization of Preterm Birth and Environmental Factors: Variables, Source, and Date Ranges, Fresno County, California*

<table>
<thead>
<tr>
<th>Topic</th>
<th>Indicator Set</th>
<th>Source</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Births</td>
<td>Birth counts, preterm birth by week, spontaneous / indicated</td>
<td>OSHPD, data agreement</td>
<td>2007–2012</td>
</tr>
<tr>
<td>Pregnancy indicators</td>
<td>Nulliparity, previous cesarean, previous preterm birth, interpregnancy intervals, preterm birth, using WIC during pregnancy</td>
<td>OSHPD, data agreement</td>
<td>2007–2012</td>
</tr>
<tr>
<td>Demographics of women</td>
<td>Race/ethnicity, age, education, place of birth</td>
<td>OSHPD, data agreement</td>
<td>2007–2012</td>
</tr>
<tr>
<td>Health of women</td>
<td>BMI, diabetes, hypertension, infection, anemia, mental illness, smoked, drug/alcohol use</td>
<td>OSHPD, data agreement</td>
<td>2007–2012</td>
</tr>
<tr>
<td>Preterm birth risk</td>
<td>Risk scores for preterm birth calculated from several variables</td>
<td>OSHPD, data agreement</td>
<td>2007–2012</td>
</tr>
<tr>
<td>Care access</td>
<td>Primary care physicians, dental care, psychiatric care</td>
<td>OSHPD, <a href="https://oshpd.ca.gov/data-and-reports">https://oshpd.ca.gov/data-and-reports</a></td>
<td>2014</td>
</tr>
<tr>
<td>Crime</td>
<td>ESRI, Business Analyst Data (paid subscription)</td>
<td></td>
<td>2016</td>
</tr>
<tr>
<td>Liquor stores</td>
<td>California Alcohol and Beverage Control, <a href="https://www.abc.ca.gov">https://www.abc.ca.gov</a></td>
<td></td>
<td>2012</td>
</tr>
<tr>
<td>Cultural indicators</td>
<td>Place of birth, living in same location 1 year ago, diversity index, language spoken</td>
<td>ACS,* <a href="https://factfinder.census.gov">https://factfinder.census.gov</a></td>
<td>2007–2012</td>
</tr>
</tbody>
</table>

Abbreviations: ACS, American Community Survey; CHHS, California Health and Human Services; ER, emergency room; ESRI, Environmental Systems Research Institute; OSHPD, Office of Statewide Health Planning and Development; PM2.5, particulate matter 2.5 (atmospheric particulate matter with a diameter of less than 2.5 micrometers); WIC, Special Supplemental Nutrition Program for Women, Infants, and Children.

*Topics and indicators from the OSHPD data agreement set include the 81,021 women from the data set. All other indicators are general environmental or population data sets.

*American Community Survey (25).
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Table. Data Topics, Tool for Visualization of Preterm Birth and Environmental Factors: Variables, Source, and Date Ranges, Fresno County, California

<table>
<thead>
<tr>
<th>Topic</th>
<th>Indicator Set</th>
<th>Source</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vegetation index, urbanization index, water index</td>
<td>Landsat composite satellite imagery (30m), downloaded and calculated in Google Earth Engine</td>
<td>2010</td>
</tr>
<tr>
<td></td>
<td>Child care facilities, elder care facilities, counseling services</td>
<td>CHHS, <a href="https://data.chhs.ca.gov">https://data.chhs.ca.gov</a></td>
<td>2014–2017</td>
</tr>
<tr>
<td></td>
<td>Healthy Priorities Index</td>
<td>Fresno County, <a href="http://gis.co.fresno.ca.us/HealthPriorityNDX/">http://gis.co.fresno.ca.us/HealthPriorityNDX/</a></td>
<td>2010–2014</td>
</tr>
</tbody>
</table>

Abbreviations: ACS, American Community Survey; CHHS, California Health and Human Services; ER, emergency room; ESRI, Environmental Systems Research Institute; OSHPD, Office of Statewide Health Planning and Development; PM2.5, particulate matter 2.5 (atmospheric particulate matter with a diameter of less than 2.5 micrometers); WIC, Special Supplemental Nutrition Program for Women, Infants, and Children.

a Topics and indicators from the OSHPD data agreement set include the 81,021 women from the data set. All other indicators are general environmental or population data sets.

b American Community Survey (25).
Geographic and Social Factors Associated With Chronic Disease Self-Management Program Participation: Going the “Extra-Mile” for Disease Prevention

Julie Bobitt, PhD; Liliana Aguayo, PhD; Laura Payne, PhD; Taylor Jansen; Andiara Schwingel, PhD

Methods

Programs were delivered by trained facilitators, once per week, during 6 weeks to 1,638 participants aged 50 or older. Of the 1,638 participants, we included in our analysis 1,295 participants with complete geographic information and baseline data on demographic characteristics, health history, and health behaviors. We assessed the following program data: program type (CDSMP or DSMP), workshop location, class size, and number of sessions attended by participants. We geocoded each participant’s home address, classified the home address as rural or urban, and calculated the distance traveled from the home address to a workshop. We used linear and logistic regression analyses to examine the associations between participant and program factors with number of sessions attended and odds of program completion by whether participants lived in an urban or rural county.

Results

Average program attendance was 4.2 sessions; 71.1% (1,106 of 1,556) completed 4 or more sessions. Most participants enrolled in CDSMP (59.6% [954 of 1,600]), but DSMP had greater completion rates. Less than 7% (85 of 1,295) of our sample lived in a rural county; these participants had better completion rates than those living in urban counties (89.4% [76 of 85] vs 75.6% [890 of 1,178]). Traveling shorter distances to attend a workshop was significantly associated with better attendance and program completion rates among urban but not rural participants. The number of sessions attended was significantly higher when class size exceeded 16 participants. Not having a high school diploma was significantly associated with lower levels of attendance and program completion.
Conclusion
Participation in CDSMP and DSMP was associated with distance traveled, program type, class size, and education. Increasing participation in self-management programs is critical to ensure participants’ goals are met.

Introduction
Management of chronic health conditions such as diabetes, hypertension, and arthritis is a public health concern among the growing older population (1). Currently, 68% of older adults have at least 2 chronic diseases (2), and people who are a racial/ethnic minority, live in a rural area, or have lower socioeconomic status are disproportionately affected (3,4). People with chronic diseases have higher risks of disability, loss of independence, and reduced quality of life, and these higher risks can lead to decreases in productivity and increases in health care costs and the burden of caregivers (5). Furthermore, chronic diseases account for 95% of health care costs in the United States (1). However, chronic diseases can be prevented and managed through healthy lifestyles and self-management education (6,7).

Two widely accepted chronic disease self-management education programs, the Chronic Disease Self-Management Program (CDSMP) and the Diabetes Self-Management Program (DSMP), give participants knowledge and skills to manage chronic diseases (7). These programs are endorsed by the National Council on Aging, and they have strong evidence to support their implementation (8). However, program attendance and completion are a challenge to many program providers, and little is known about their barriers and facilitators. Factors that influence participation are particularly important in rural areas, which often have limited access to health care services and chronic disease management programs (9). The limited evidence available about program participation in chronic disease management programs suggests that participation is greater among healthier people and urban dwellers (10,11). The objective of our study was to describe geographic and social factors associated with participation of adults aged 50 or older in chronic disease self-management programs in rural and urban areas.

Methods
As part of a state-wide effort to disseminate and implement chronic disease self-management programs, many organizations (senior centers, Cooperative Extension offices, assisted living facilities, Area Agencies on Aging, and local hospitals) implemented the CDSMP and DSMP at 144 sites in Illinois during 2016-2017. Workshop sessions were offered once per week for 6 weeks by trained facilitators in the community’s language of preference.

Participants aged 50 or older completed questionnaires at the beginning of the first workshop. The questionnaires collected information about demographic characteristics (age, sex, race, and education), health history, physical activity level, whether the respondent cared for someone with a long-term health problem or disability, and health care practices (eg, health confidence, self-efficacy in communicating with health providers). We also collected data on each participant’s home address and each workshop location.

Measures

Program attendance and completion. We obtained information on attendance (number of workshops attended by participants), class size, and type of program (CDSMP or DSMP) from the workshop facilitators. The number of workshop sessions attended ranged from 1 to 6. According to program developers, attendance in 4 or more sessions is considered program completion (7). We measured program attendance as a continuous variable and completion as a dichotomous variable. We classified participants who completed 4 or more sessions as completers.

The Stanford guideline for class size requires their self-management workshops (including CDSMP and DSMP) to have a minimum of 10 and a maximum of 16 participants (12). However, adherence was low in evaluations of Stanford’s CDSMP (12). Thus, we examined adherence to class size criteria by comparing attendance and completion rates among participants in workshops that satisfied the class-size criteria and workshops that did not. We further compared attendance and completion rates for 3 workshop sizes: small (<10 participants), medium (10–16 participants), and large (>16 participants). In all regression analyses, we evaluated the effects of class size as a continuous measure.

Geographic factors. Geographic factors associated with program attendance and completion were whether a participant lived in a rural or an urban county and the distance traveled from a participant’s home address to the workshop site. We geocoded the address for each workshop site and participant residence into latitude and longitude by using Google Earth Pro. We used a participant’s home address to identify county of residence; we then classified these counties as rural or urban according to classifications of the US Census Bureau’s Office of Management and Budget (13,14), which defines a metropolitan (ie, urban) area as having a population of 50,000 or more and a micropolitan (ie, rural) area as having a population of 10,000 to 49,999 (13,14). We...
used rural as the reference category. After mapping workshop sites and participant residences by using ArcMap 10.5.1 (Esri), we calculated the distance in miles traveled by participants from home to a workshop site by using the Network Analysis tool Origin-Destination Cost Matrix. We used the dot-density function to indicate the correct number of participants per county while protecting information on participants’ exact residential locations.

To examine the effect of proximity (including on-site delivery) on attendance and completion, we dichotomized data on distance traveled by participants from home to a workshop into 2 categories: participants who traveled less than 0.1 miles (considered living in proximity) and participants who traveled 0.1 miles or more (considered not living in proximity). Participants who traveled less than 0.1 miles included participants who resided at a workshop location (residents of community housing programs, nursing homes, assisted living facilities, retirement communities, or other organizations that hosted workshops). We adopted 0.1 miles as a cut point on the basis of previous research. One study on mathematical modeling of proximity relations suggested 0.1 miles as the minimum distance for linguistic proximity analyses (15); another study used distances shorter than 200 m (approximately 0.12 miles) to set accessibility benchmarks for walking and public transportation journeys among older adults (16); and a US survey on walking for transportation that found that older adults and those with chronic diseases were more likely to favor walking short distances (17).

Social factors. We collected self-reported data on age, sex, race/ethnicity, level of education, and care for someone with a long-term health problem or disability. We coded race/ethnicity as a dummy variable, with non-Hispanic white as the reference category. Participants reported their education level, and we dichotomized responses into participants who did not receive a high school diploma and those who received a high school diploma or more. Participants were asked if they cared for someone with a long-term health problem or disability, and responses were dichotomized into yes or no. We assessed weekly physical activity by asking about time spent in physical activities such as walking, bicycling, and gardening. We classified answers into 2 categories to examine differences in attendance between respondents who met the national physical activity guidelines (≥150 min per week [18]) and those who did not. Finally, we collected data on class size for each workshop.

Statistical analyses

Overall, 1,638 adults aged 50 or older participated in CDSMP or DSMP; for 38 of these participants, we did not have information on which program they attended. We excluded 343 participants from analysis because we did not have their geographic information; our analytic sample consisted of 1,295 participants. We calculated descriptive statistics for the overall sample (those with geographic information and those without) and for our analytic sample, stratified by rural and urban residence. Not all 1,295 participants answered all questions on the questionnaire; we calculated percentages according to the number of participants who answered each question. For all available data, we conducted t tests to compare participants’ outcomes and identify potential confounders. Linear regression examined factors associated with program attendance. Logistic regression tested the odds of completion by using the dependent dichotomous variable to examine completion of 4 or more sessions. Independent variables were added by using the enter method, which enters variables into the model simultaneously. Both linear and logistic regression tested the influence of meeting the physical activity recommendations, living in proximity to programs (<0.1 miles), class size, type of program attended (CDSMP or DSMP), and the main effects and interaction of the miles traveled from participant’s home to a workshop, by residence in an urban or rural county. We found that attendance and completion were not influenced by caregiving, and thus we did not include this variable in our analyses. Statistical models controlled for the effect of sex, race/ethnicity, education, and program type. All analyses were computed in SPSS Statistics 24 (IBM Corporation).

Results

Overall, 59.6% (954 of 1,600) participants attended CDSMP, and 40.4% (646 of 1,600) attended DSMP. Of the 1,295 participants in our analytic sample, 93.4% (n = 1,210) lived in urban counties, and 6.6% (n = 85) participants lived in rural counties (Table 1 and Figure 1).
Of the 1,556 participants for whom we had attendance data, 1,106 (71.1%) completed 4 or more sessions (Table 1), and mean (standard deviation) attendance was 4.2 (1.9) sessions. Participants living in rural counties had a higher completion rate (76 of 85 [89.4%]) than participants living in urban counties (890 of 1,178 [75.6%]). Program completion and mean number of sessions attended in CDSMP and DSMP varied by workshop site. Overall, mean (SD) attendance in DSMP (4.4 [1.8] sessions) was greater than attendance in workshops that satisfied the Stanford guideline (4.1 [1.9] sessions) \((t_{1,519} = 2.1; P = .04)\). We found no significant differences in mean attendance between large (>16 participants) and small (<10 participants) workshops. However, mean (SD) attendance per class was higher for large workshops (4.4 [1.8] sessions) than for workshops that satisfied class size requirements (4.1 [1.9] sessions) \((t_{1,215} = −2.7; P = .008)\).

The overall model explained 4.8% of the variance in the number of sessions attended \((R = 0.24, adjusted R^2 = 0.048)\) (Table 2). Not having a high school diploma \((\beta = −0.09, P = .01)\) and class size \((\beta = 0.11, P = .01)\) were significantly associated with fewer sessions attended. Fewer miles traveled from home to a workshop \((\beta = −0.12, P = .001)\) was significantly associated with a greater number of sessions completed.

**Moderation between distance and attendance among participants who resided in urban counties**

We found a significant interaction between miles traveled from home to a workshop and whether participants lived in an urban or a rural county \((\beta = 0.09, P = .049)\). The simple slopes showed that distance traveled from home to a workshop significantly influenced the number of sessions completed by participants living in an urban county \((b = −0.29, P < .001)\) (Figure 2). In contrast, distance traveled had no significant effect on the number of sessions completed by participants living in a rural county \((b = 0.04, P = .17)\).
Although we did not find an interaction effect, the main effects of several geographic and social factors were significantly associated with the odds of program completion (Table 3). The overall logistic regression model explained 9% of the variance in odds of completing the program ($R = 0.06$, Nagelkerke-adjusted $R^2 = 0.090$). Participants with a high school diploma or more were nearly 2 times as likely as participants who did not have a high school diploma to complete at least 4 workshop sessions (odds ratio [OR] = 0.54, $P = .02$). Participants who traveled less than 0.1 miles to attend a workshop session were 1.69 times as likely as participants who traveled 0.1 miles or more to complete the program (OR = 1.69, $P = .04$). Odds of program completion decreased as distance between a participant’s home and workshop site increased (OR = 0.96, $P = .008$). The interaction between distance traveled by whether participants lived in an urban or a rural county was not significant (OR = 1.20, $P = .07$).

**Discussion**

Our findings indicate that travel distance was a barrier for attendance among participants who lived in urban counties but not rural counties. A study in 2014 also found that distance was a barrier to accessing health care resources more often among urban dwellers than rural dwellers (21). That study asserted that rural residents are used to navigating distances and therefore may negotiate them better, whereas urban dwellers may have difficulties finding transportation for even a short distance if they have no vehicle or have mobility issues (21). Therefore, when working with older adults, especially those in urban communities, program planners should pay attention the distance people must travel to get to program sites. Sites should be situated in neighborhoods where the target population lives. On-site delivery (delivery in senior housing programs or community housing sites where adults aged 50 or older reside) may be an option.

Rural dwellers in our study had higher rates of completion and attendance than urban dwellers. This finding is consistent with findings of a nationwide study of chronic disease management dissemination that examined data on more than 300,000 participants in rural and urban areas (9). One explanation is that health education programs may compete with other activities to which urban dwellers have access locally. In contrast, rural communities tend to offer fewer “distractions” and residents may make such health education programs their priority.

Although program coordinators reached out to rural areas through senior centers, Extension offices, AAAs, and local hospitals, rural areas were underserved. Rural areas are home to 18.6% of adults aged 65 or older in Illinois (22), yet they represented only 6.6% of our sample. Several factors, such as access to appropriate meeting facilities, affect rural service delivery (23). The availability of program facilitators and partnerships in the southern, less populated areas of Illinois was a challenge for program delivery. The workshops in rural areas were attended mostly by non-Hispanic white people. However, rural areas are more homogenous than urban areas in Illinois: only 9.5% of the population is black and 11.7% Hispanic (22). Rural areas can benefit from more culturally tailored recruitment strategies.

Attendance rates in DSMP were significantly greater than in CDSMP. The better attendance in DSMP could have been due to a more focused workshop content. Erdem and Korda reported higher completion rates for people with diabetes who participated in DSMP than in CDSMP, also attributing that outcome to the focus on diabetes in DSMP (24). The study suggested that higher completion rates could be due to factors such as type of recruiting methods, program site (ie, senior center vs health care facility), and type of program offered near participants’ home. Future research should consider administering both the CDSMP with DSMP in the same location at the same time to determine differences in attendance or completion outcomes and whether any differences can be explained by geographic factors.
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Our results indicated that class size was associated with attendance. This finding suggests that the experience of participating in a chronic disease program goes beyond its content. Participation in such programs likely promotes social interactions essential to motivating and encouraging attendance. Gallant reported on the valuable role of friends in chronic disease self-management and emphasized the importance of self-management educational programs to incorporate skills and strategies that enhance social interactions (25). Meek and colleagues found that older adults with a limited sense of purpose and belonging in health programs, friends, and community (25). They suggested that behavioral interventions could help older adults better manage their chronic conditions and maintain active social lives (25). These findings underscore the importance of recruitment that leads to larger classes, and ultimately, increases attendance. Although some studies found that programs with fewer participants had higher attendance rates, the settings for these programs varied, and therefore the results were inconclusive (12,24). Interestingly, these studies included sites that delivered programs to classes that were larger than the class size specified in the Stanford guideline. These findings warrant further study because adapting chronic disease self-management programs to fit a particular facility could affect program fidelity, which may also affect program efficacy (27). However, Smith and colleagues suggested that some flexibility can be allowed in program implementation to fit the needs of a particular facility as long as the core elements of the program are maintained and program outcomes are not compromised (28). Both Smith and colleagues (28) and Carvahlo and colleagues (27) suggested further research to determine whether significant outcomes can be achieved when interventions are adapted to a particular environment.

Low educational attainment was associated with lower attendance in rural and urban areas. Much literature exists on the association between education and health literacy, defined as “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” (29). Older adults have a double burden, with a disproportionally high prevalence of chronic diseases and a greater risk of poor health literacy (29). In the context of chronic disease self-management, education affects a person’s ability to read health information, process oral communication, and conceptualize activities (30). Mackey and colleagues found that health literacy-sensitive interventions resulted in significant improvements in self-care practices (30). Educational barriers may be associated with a limited sense of purpose and belonging in health programs, which can create feelings of frustration and affect attendance and completion. Zoellner and colleagues underscored the importance of integrating recruitment strategies that attend to the needs of audiences with a low level of education (31). Although CDSMP and DSMP materials address low literacy levels, our findings reiterate the importance of focusing on how chronic disease self-management programs are designed and marketed. Best practices include the creation of easy-to-read marketing and communication materials with appropriate language, font style, and font size (32). Graphic illustrations and experiential activities are useful strategies in mitigating some education limitations and could result in increased attendance (32).

Our study had several limitations. First, we had a small sample of rural residents. Although we assessed distance objectively through geographic information, our assessment did not account for the time burden associated with various modes (eg, car, bus, walking) of transportation. Additional limitation was the use of only 2 measures of rurality/urbanicity (ie, rural and urban), which may not have accounted for racial/ethnic diversity among the rural population. Also, information about physical activity collected in the questionnaire did not include information on the intensity of physical activity. Therefore, we were unable to account for the difference between light and moderate or vigorous activity. Further examination is needed to better understand the role of travel time, modes of transportation, diversity among the rural population, and physical activity levels. Future studies should also consider using survey instruments to assess health literacy levels.

Our findings underscore the need to develop strategies to improve attendance in CDSMP and DSMP among adults aged 50 or older. Ideally, workshop sites should be located near to participants’ homes to promote completion and increase attendance among urban dwellers. Classes with a larger number of participants should be a goal, keeping in mind program fidelity. Recruitment and program materials should be developed to appeal to people who may not have a high school diploma.
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Table 1. Characteristics of Adults Aged ≥50 Who Participated in the CDSMP or DSMP, Overall and in the Analytic Sample, Categorized as Living in a Rural County or an Urban County,* in Illinois, 2016–2017

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Analytic Sample, by County of Residence</th>
<th>Overallb (N = 1,638)c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban (n = 1,210)c</td>
<td>Rural (n = 85)c</td>
</tr>
<tr>
<td>No. in analytic sample</td>
<td>1,210 (93.4)</td>
<td>85 (6.6)</td>
</tr>
<tr>
<td>Sex, no. (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>244 (21.4)</td>
<td>12 (14.5)</td>
</tr>
<tr>
<td>Female</td>
<td>894 (78.6)</td>
<td>71 (85.5)</td>
</tr>
<tr>
<td>Age, mean (SD), y</td>
<td>70.7 (10.6)</td>
<td>74.7 (7.4)</td>
</tr>
<tr>
<td>Race, no. (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>558 (52.4)</td>
<td>71 (88.7)</td>
</tr>
<tr>
<td>Non-Hispanic black or African American</td>
<td>329 (30.9)</td>
<td>7 (8.8)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>91 (8.6)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Other</td>
<td>86 (8.1)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school diploma</td>
<td>122 (11.0)</td>
<td>5 (6.0)</td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>279 (25.0)</td>
<td>35 (42.2)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>392 (35.2)</td>
<td>28 (33.7)</td>
</tr>
<tr>
<td>&gt;College graduate</td>
<td>321 (28.8)</td>
<td>15 (18.1)</td>
</tr>
<tr>
<td>Time spent in physical activity per week, no. (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 min</td>
<td>260 (26.4)</td>
<td>14 (20.6)</td>
</tr>
<tr>
<td>30 min to 2.5 h</td>
<td>460 (46.7)</td>
<td>32 (47.1)</td>
</tr>
<tr>
<td>&gt;2.5 h</td>
<td>266 (27.0)</td>
<td>22 (32.4)</td>
</tr>
<tr>
<td>Program participation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrolled in CDSMP, no. (%)</td>
<td>702 (58.6)</td>
<td>58 (68.2)</td>
</tr>
<tr>
<td>Enrolled in DSMP, no. (%)</td>
<td>496 (41.4)</td>
<td>27 (31.8)</td>
</tr>
<tr>
<td>Mean no. (SD) of sessions attended</td>
<td>4.4 (1.7)</td>
<td>4.9 (1.1)</td>
</tr>
<tr>
<td>Attended ≥4 sessions, no. (%)</td>
<td>890 (75.6)</td>
<td>76 (89.4)</td>
</tr>
<tr>
<td>Distance traveled from participant’s residence to workshop site, median (IQR), mile</td>
<td>2.1 (0.4–5.0)</td>
<td>1.3 (0.5–9.2)</td>
</tr>
<tr>
<td>Distance traveled from participant’s residence to workshop site, mean (SD), mile</td>
<td>4.1 (8.1)</td>
<td>4.9 (5.7)</td>
</tr>
<tr>
<td>Class size, mean (SD)</td>
<td>16.5 (7.8)</td>
<td>11.5 (3.6)</td>
</tr>
<tr>
<td>Provides care to someone with a long-term health problem or disability, no. (%)</td>
<td>319 (28.9)</td>
<td>16 (19.5)</td>
</tr>
</tbody>
</table>

Abbreviations: CDSMP, Chronic Disease Self-Management Program; DSMP, Diabetes Self-Management Program; GED, general educational development certificate; IQR, interquartile range; SD, standard deviation.

*Geographic information was available for 1,295 of 1,638 participants; only these 1,295 participants were classified as living in a rural or an urban county and comprised our analytic sample. Urban and rural classifications were determined by using participants’ home address and criteria from the US Census Bureau’s Office of Management and Budget (13,14).

b “All” participants refers to all participants in CDSMP or DSMP: the 1,295 for whom geographic information was available (the analytic sample), plus the 343 participants for whom geographic information was not available.

cNot all numbers in categories add to number in column head because not all participants answered all questions. Percentages in each category sum to 100% (unless because of rounding they do not) and are based on number of participants who answered the question.

dSatisfies current physical activity recommendations per US guidelines (≥150 min/wk [18]).
Table 2. Linear Regression Coefficients of Variables Associated With Number of Sessions Attended Among Adults Aged ≥50 in the CDSMP and DSMP, Illinois, 2016–2017a

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (Standard Error)</th>
<th>β (95% Confidence Interval) [P Value]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.13 (0.14)</td>
<td>−0.03 (−0.40 to 0.13) [.32]</td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>−0.27 (0.14)</td>
<td>−0.09 (−0.55 to 0.01) [.055]</td>
</tr>
<tr>
<td>Non-Hispanic black, Hispanic, or other</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school diploma</td>
<td>−0.49 (0.19)</td>
<td>−0.09 (−0.86 to −0.11) [.01]</td>
</tr>
<tr>
<td>≥High school diploma</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity recommendationsb</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfies</td>
<td>0.07 (0.12)</td>
<td>0.02 (−0.17 to 0.31) [.57]</td>
</tr>
<tr>
<td>Does not satisfy</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Distance traveled from participant’s residence to workshop site</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;0.1 mile</td>
<td>0.32 (0.16)</td>
<td>0.07 (0 to 0.64) [.05]</td>
</tr>
<tr>
<td>≥0.1 mile</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Class size</strong></td>
<td>0.02 (0.01)</td>
<td>0.11 (0.01 to 0.04) [.01]</td>
</tr>
<tr>
<td><strong>Type of program</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSMP</td>
<td>0.02 (0.13)</td>
<td>0.01 (−0.24 to 0.29) [.87]</td>
</tr>
<tr>
<td>CDSMP</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Classification of participant’s county of residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>0.16 (0.30)</td>
<td>0.03 (−0.43 to 0.74) [.60]</td>
</tr>
<tr>
<td>Rural</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>No. of miles traveled from participant’s home to workshop site</strong></td>
<td>−0.03 (0.01)</td>
<td>−0.12 (−0.05 to −0.01) [.001]</td>
</tr>
<tr>
<td><strong>Distance traveled × urban or rural county of residencec</strong></td>
<td>0.07 (0.04)</td>
<td>0.09 (0 to 0.14) [.049]</td>
</tr>
</tbody>
</table>

Abbreviations: CDSMP, Chronic Disease Self-Management Program; DSMP, Diabetes Self-Management Program.

a Attendance information for each participant in the program was provided by facilitators of the CDSMP and DSMP programs. The number of attended sessions ranged from 1 to 6. The overall model explained 4.8% of the variance in the number of sessions attended (R = 0.24; Adjusted R² = 0.048; ΔR² = 0.004; P = .049).
b Per US guidelines (≥150 min per week [18]).
c Urban and rural classifications were determined by using participants’ home address and criteria from the US Census Bureau’s Office of Management and Budget (13,14).
Table 3. Logistic Regression Coefficients of the Odds of Program Completion of the CDSMP and DSMP Among Rural and Urban Adults Aged ≥50 in Illinois, 2016–2017

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds Ratio (95% Confidence Interval)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.81 (0.54–1.19)</td>
<td>.28</td>
</tr>
<tr>
<td>Female</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>0.75 (0.49–1.16)</td>
<td>.20</td>
</tr>
<tr>
<td>Non-Hispanic black, Hispanic, or other</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school diploma</td>
<td>0.54 (0.31–0.92)</td>
<td>.02</td>
</tr>
<tr>
<td>≥High school diploma</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Physical activity recommendations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfies</td>
<td>1.26 (0.86–1.85)</td>
<td>.24</td>
</tr>
<tr>
<td>Does not satisfy</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Distance traveled from participant’s residence to workshop site</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;0.1 mile</td>
<td>1.69 (1.02–2.81)</td>
<td>.04</td>
</tr>
<tr>
<td>≥0.1 mile</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Class size</td>
<td>1.04 (1.01–1.08)</td>
<td>.007</td>
</tr>
<tr>
<td>Type of program</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSMP</td>
<td>1.27 (0.84–1.94)</td>
<td>.26</td>
</tr>
<tr>
<td>CDSMP</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>Classification of participant’s county of residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>0.86 (0.31–2.40)</td>
<td>.78</td>
</tr>
<tr>
<td>Rural</td>
<td>1 [Reference]</td>
<td></td>
</tr>
<tr>
<td>No. of miles traveled from participant’s home to workshop site</td>
<td>0.96 (0.92–0.99)</td>
<td>.008</td>
</tr>
<tr>
<td>Distance traveled × urban or rural county of residence</td>
<td>1.20 (0.99–1.47)</td>
<td>.07</td>
</tr>
</tbody>
</table>

Abbreviations: CDSMP, Chronic Disease Self-Management Program; DSMP, Diabetes Self-Management Program.

*The number of attended sessions ranged from 1 to 6. Attendance at ≥4 of 6 sessions is considered program completion by the program developers ([7]). The overall logistic regression model explained 9% of the variance in odds of completing the program ($R^2 = 0.090$).

**Per US guidelines (≥150 min per week [18]).**

*Urban and rural classifications were determined by using participants’ home address and criteria from the US Census Bureau’s Office of Management and Budget ([13,14]).
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Figure 1. Hurricane Irma approaching Florida coastline, September 7, 2017, based on data collected September 6 and September 7, 2017. The registered nurse, a patient care manager, also served as geographic information system mapmaker (RNCM/mapmaker) for the Orlando Veterans Health Administration Home Based Primary Care program (OVAMC-HBPC), tracking the path of Hurricane Irma. Irma made landfall in the Florida Keys as a Category 4 hurricane with 132 mph winds. This powerful image of the looming threat helped inform the nurse manager, who supervised the OVAMC-HBPC nursing staff, of the severity of the storm. The RNCM/mapmaker also used the maps, in combination with patient information and other data, to educate and manage her patients. Map source: Portal for ArcGIS version 10.5 (2017), created for the Veterans Health Administration by Environmental Systems Research Institute (Esri). Additional sources: National Geographic, Environmental Systems Research Institute, Garmin, HERE Technologies, United Nations Environment World Conservation Monitoring Center, United States Geological Survey, National Aeronautics and Space Administration, European Space Agency, Micro Engineering Tech Inc., Natural Resources Canada, General Bathymetric Chart of the Oceans, National Oceanic and Atmospheric Administration, Increment P Corporation.
Figure 2. Oxygen-dependent and ventilator-dependent patients in home-based primary care, September 7, 2017. In preparation for Hurricane Irma, the nurse care manager, serving as the geographic information system mapmaker for the Orlando Veterans Health Administration Home Based Primary Care (OVAMC-HBPC) program, made maps for program leadership, including this map of oxygen-dependent and ventilator-dependent veterans. Leadership used these types of maps together with other clinical and care manager information in a dynamic process to make decisions regarding patient management in preparation for the storm. Map source: Portal for ArcGIS version 10.5 (2017) created for the Veterans Health Administration by Environmental Systems Research Institute. Additional Sources: Earthstar Geographics LLC, Environmental Systems Research Institute, HERE Technologies, Garmin.

Background

Geographic information system (GIS) maps can be used effectively for emergency planning and response (1). Vulnerable populations, especially chronically ill older people and those dependent on medical equipment for survival, might be at particular risk during disasters (2). The use of GIS maps to plan for and respond to emergencies is becoming an important strategy for ensuring the safety of chronically ill patients (1,3,4). The Veterans Health Administration Home Based Primary Care program (VHA-HBPC) has been demonstrating the innovative use of GIS mapping for practice and patient care management through a quality improvement project, the HBPC-GIS mapping project, which is currently disseminated to 30 geographically diverse VHA-HBPC sites nationwide.

The VHA-HBPC program was designed to serve veterans with complex chronic disease (5). Home-based primary care consists of an interdisciplinary team of clinicians who provide ongoing primary care in the patient’s home (6). Veterans enrolled in VHA-HBPC are a vulnerable population, averaging more than 8 chronic conditions per patient (5). Currently, approximately 140 VHA-HBPC programs nationwide serve almost 38,000 veterans (personal communication, D. Davis, July 5, 2018).

To enhance practice management, the mapping project trains staff members at 30 VHA-HBPC programs to use VHA’s Portal for ArcGIS mapping software, version 10.5 (Esri). Self-paced, online computer-based training modules usually require several hours, with ongoing training thereafter. This novel project was designed so that any member of the VHA-HBPC staff, including frontline staff members providing direct patient care, could make maps tailored to their local program’s needs. As the mapping project expanded, evaluations indicated increasing use of GIS mapping for both emergency preparedness and response.

In 2017, some mapping project sites were adversely affected by disasters that inflicted historic costs in terms of human suffering and fiscal impact (7). For example, following Hurricane Irma, excessive heat and power outages accounted for a sizable percentage of deaths in the general population, including many elderly chronically ill patients (3). Below, we describe a case study that illustrates the innovative use of GIS maps by the Orlando Veterans Administration Medical Center HBPC Program (OVAMC-HBPC) leadership and a frontline clinical care provider to support the emergency management of patients.

Data Sources and Map Logistics

OVAMC-HBPC joined the mapping project in 2015; a nurse care manager trained as the mapmaker (RNCM/mapmaker). Maps were created by using Portal for ArcGIS software, version 10.5 (Esri), and the RNCM/mapmaker supplied patient information. The RNCM/mapmaker incorporated several types of patient data in the map (Box), which is viewable in a popup box on the map when the cursor is moved over patient locations. Layers were added to the map indicating location of emergency services (eg, hospital). Environmental threats could be identified by additional layers (eg, hurricane path, storm surges). Event-related map layers were obtained from open sources such as the National Oceanic and Atmospheric Administration.

<table>
<thead>
<tr>
<th>Box. Patient Data Available for Incorporation into GIS Maps</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Veteran’s name</strong></td>
</tr>
<tr>
<td><strong>Last 4 digits of Social Security number</strong></td>
</tr>
<tr>
<td><strong>Physical address</strong></td>
</tr>
<tr>
<td><strong>Zip code</strong></td>
</tr>
<tr>
<td><strong>County</strong></td>
</tr>
<tr>
<td><strong>Geocode address</strong></td>
</tr>
<tr>
<td><strong>Phone number</strong></td>
</tr>
<tr>
<td><strong>RN case manager (name)</strong></td>
</tr>
<tr>
<td><strong>Provider (Name)</strong></td>
</tr>
</tbody>
</table>

The opinions expressed by authors contributing to this journal do not necessarily reflect the opinions of the U.S. Department of Health and Human Services, the Public Health Service, the Centers for Disease Control and Prevention, or the authors’ affiliated institutions.
The map showing Hurricane Irma’s path as it approached the tip of Florida crystallized the enormity of the impending threat for the nurse manager who supervised OVAMC-HBPC nursing staff. As the storm approached, the nurse manager requested a map that identified 2 groups who might be at particular risk during a power outage: oxygen-dependent and ventilator-dependent patients.

Action

OVAMC–HBPC had 364 veterans enrolled in September 2017. In preparation for Hurricane Irma’s landfall in Florida, the RNCM/mapmaker frequently checked the path of the storm in Portal. The map of the oncoming storm was a powerful tool. As the nurse manager reported, “The map made me realize that it was real and it was going to come.” The RNCM/mapmaker provided requested maps to the OVAMC-HBPC program director and nurse manager, including maps showing the locations of vulnerable patients, such as oxygen-dependent and ventilator-dependent patients and patients near the coast. Maps facilitated clear and secure communication between the mapmaker and program leaders. Maps of patient locations, the storm path, and other clinical and care manager information were used by leadership in a dynamic process to make decisions regarding patient management in preparation for the storm.

As the hurricane approached, the RNCM/mapmaker used Portal to improve the quality of the care management she provided to her patients. The RNCM/mapmaker synthesized information from the GIS maps and other sources regarding the storm’s path, wind force, patient location and level of vulnerability, and areas with high likelihood of power outages. For example, with this knowledge, she effectively facilitated the sheltering-in-place of a patient with brittle diabetes by educating the patient’s daughter to keep his insulin cool. The RNCM/mapmaker also worked with the family of a patient diagnosed with chronic obstructive pulmonary disease and congestive heart failure who required oxygen. She convinced the family of the need for evacuation to the OVAMC hospital on the basis of the patient’s vulnerabilities identified in information from the GIS maps and from other sources.

OVAMC facilitated the transport of 23 VHA-HBPC patients to its hospital, including 2 who required admission to the intensive care unit. Because of the advanced planning of the OVAMC-HBPC and, in part, their use of GIS to integrate and analyze environmental and clinical information, fewer than 7% of their patients (23 of 364) needed to be sheltered at the hospital. No OVAMC-HBPC patient deaths or injuries were attributed to the hurricane.

In review, GIS maps in conjunction with other data informed OVAMC-HBPC leaders and facilitated care management of patients with multiple chronic diseases who possibly required emergency management before the Florida landfall of Hurricane Irma. In post-disaster assessment, the nurse manager found value in using the GIS maps and believes that maps might assist VHA employees tasked with transporting patients in future disasters (eg, by locating patients who could be evacuated together). This case study demonstrates how the use of GIS maps in emergency planning had significant benefits for patients with complex chronic conditions who receive primary medical care at home. The feasibility of having local public health departments and other home care programs provide GIS training for frontline staff in emergency management of patients is worthy of consideration.
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Summary

What is already known about this topic?

Health departments are keenly aware of the importance of local-level data to effectively and efficiently reduce the burden of chronic disease. We asked 4 state and local health departments about their experiences using GIS to address chronic disease priorities.

What is added by this report?

These responses reveal the extent to which maps and spatial analyses help to 1) document the geographic patterns of chronic disease, 2) inform resource allocation and policy, 3) develop culturally competent programs, and 4) assist with program planning, monitoring, and evaluation.

What are the implications for public health practice?

The continued and enhanced application of GIS to chronic disease surveillance, prevention, and treatment priorities can provide valuable benefits to both health departments and the communities they serve.

Introduction

Health department staffs are keenly aware of the importance of local-level data to effectively and efficiently reduce the burden of chronic disease (1). These local data — including data on disease burden, demographic factors, socio-environmental conditions, risk factors, and health care facilities — may be generated, analyzed, and mapped using geographic information systems (GIS), providing health department leadership and staff members with valuable information. This application of GIS (and the underlying capacity of health departments to perform GIS work) allows health departments to better incorporate chronic disease prevention activities into the places where people live, work, and play (1–3).

Given the value of applied GIS, we invited staff members from 1 local and 3 state health departments to describe their use of GIS to address chronic disease priorities. These health departments previously participated in the Building GIS Capacity for Chronic Disease Surveillance training, which is provided through a collaboration of the Centers for Disease Control and Prevention (CDC), the National Association of Chronic Disease Directors, and the Children’s Environmental Health Initiative (CEHI) (currently at Rice University) (2). The prompts given to the health departments were:

1. Please provide a brief description of how your health department currently uses GIS to address chronic disease priorities.
2. Please describe the benefits and challenges of using GIS to address the chronic disease priorities in your health department.
3. Please discuss how the use of GIS has enhanced your health department’s ability to perform one or more of the Public Health Foundation’s Core Competencies for Public Health Professionals (4) or the CDC/Council of State and Territorial Epidemiologists Applied Epidemiology Competencies (5). These competencies provide health departments with a definition of applied epidemiology and provide a framework within which to develop a public health workforce and to enhance the health of their communities.

The health departments’ answers to these prompts reveal the extent to which “Where” has become a key component in their chronic disease work. These health departments have extended basic GIS skills and maps into a more robust GIS infrastructure that supports the integration of GIS into many facets of their chronic disease programs. Critically, these health departments describe the value of using maps and spatial analyses to communicate the bur-
den of disease; to inform decisions about resource allocation and policy, and to determine priority communities for intervention efforts; to develop culturally competent programs; and to assist with program planning, monitoring, and evaluation. Furthermore, health departments have experienced the benefits of using maps to communicate with diverse audiences, both within the health department and to partners, policy makers, and the public. Communicating disparities in the geographic patterns of chronic disease to the public enhances and improves community engagement. Finally, the health departments’ responses reveal that GIS is an important tool to support internal cross-disciplinary workgroups within an agency, to create a stronger workforce for public health programming, and to further each agency’s core mission for chronic disease prevention and management. As demonstrated in the following examples, GIS facilitates additional intersections across many of the public health and applied epidemiology core competencies, multiplying the benefits to the health departments and the communities they serve.

Cuyahoga County, Ohio, Board of Health

Question 1: How is your health department using GIS to address chronic disease priorities?

The Cuyahoga County Board of Health (CCBH) participated in CDC’s Building GIS Capacity for Chronic Disease Surveillance training in 2014. Since that time, CCBH continues to expand and improve its GIS capacity (6). Our agency works in collaboration with the Cuyahoga County Planning Commission on a CDC-funded grant called Creating Healthy Communities (CHC) (7), administered by the Ohio Department of Health. CHC aims to reduce leading causes of death by increasing access to healthy foods, active living, and healthy eating; reducing smoking; and reducing childhood obesity. One outcome of this partnership was the creation of a map depicting both supermarket access and chronic disease health indicators, which was used to highlight food deserts and to examine the potential impact of future stores on neighborhood health.

CCBH uses GIS in grant applications and reporting. CCBH has been funded for CDC’s Racial and Ethnic Approaches to Community Health program (REACH) (8). In response to the project’s focus on enhancing access to healthy foods, physical activity, and chronic disease management in communities with the greatest need, we produced a map showing locations of community facilities with shared-use agreements for chronic disease self-management workshops and active living activities (Figure 1). The maps also indicated populations living near those facilities, defined by using half-mile buffer rings around those facilities. This map then allowed us to identify nearby populations that could potentially gain access to these facilities and programs. Agreements with these facilities increased access to resources for an estimated 140,838 people who previously did not have access.

![Figure 1. GIS map generated by Cuyahoga County Health Department to map locations of community facilities with shared-use agreements for chronic disease self-management workshops and active living activities and populations within a half mile of those facilities.](image-url)

Our agency also produces cancer surveillance reports. In these reports, we analyze data for 24 types of cancer at the community level. Documenting the geographic distribution and burden of cancer helps prevention and control specialists make informed decisions and provides community-specific resources and education (9).

The Ohio Department of Health’s Healthy Homes Lead Poisoning Prevention Program provides data to CCBH to monitor blood lead levels in children. We publish annual maps of blood lead surveillance data by neighborhood and municipality (10).

CCBH provides data to a local open-data platform, Health Data Matters, where users can create custom maps of health indicators (such as chronic disease and childhood lead poisoning) (11). In addition, local communities in our jurisdiction use our GIS products in their master plans to explore the health of their community, including chronic disease death rates, life expectancy, and access to grocery stores (12).
Question 2: What are the benefits and challenges of using GIS to address the chronic disease priorities in your health department?

CCBH confronts some challenges when using GIS to address chronic disease: creating standardized geographic databases for consistency throughout the agency, maintaining the best and most current geographic boundary data, the expense of GIS software, time and resource allocation for staff training, and finding best practices around GIS and chronic disease mapping. Despite these challenges, our agency has formally considered GIS-based activities to be an agency-wide asset and priority by identifying GIS in the agency strategic plan, forming an agency GIS workgroup, creating a map library, and implementing a formal electronic request process. Maps are also an invaluable way to help tell a story quickly to many audiences and to advocate for specific interventions.

Question 3: How is your health department using GIS to enhance the Core Competencies for Public Health?

Analytical/assessment skills: CCBH recognizes the importance of applying GIS analytical skills, with staff members continuing to sharpen their skills. CCBH now has staff members, including data analysts, field staff, information specialists, and supervisors, who are part of an internal workgroup providing GIS services to the agency. The goal of the workgroup is to establish an agency-wide, location-based approach to data collection and reporting. Members of the workgroup share knowledge and skills to deepen current GIS capacity and encourage open participation from all staff members interested in broadening their GIS work.

Policy development/program planning skills: CCBH staff members use GIS for program planning and communication to advocate for interventions to community partners, stakeholders, and health care systems. The CCBH staff is often invited to speak on areas of need and uses GIS to support how communities could benefit from various interventions (eg, a new labor and delivery hospital).

Cultural competency skills: Our agency uses GIS to document geographic patterns of social determinants of health including redlining, poverty, and education, along with their geographic overlap with health outcomes, particularly on chronic diseases and infant mortality. For example, GIS was used to identify target census tracts for the REACH grant. CCBH then helped identify residents in those neighborhoods to become community health ambassadors to provide context and develop messaging for their own unique neighborhoods (13).

As in many places, in Cuyahoga County and the City of Cleveland poor health outcomes and social determinants of health exhibit similar geographic patterns. The connections between patterns of poverty, race, and child deaths have been illustrated in our annual Child Fatality Review report (14).

Maine Center for Disease Control and Prevention

Question 1: How is your health department using GIS to address chronic disease priorities?

Since participating in CDC’s Building GIS Capacity for Chronic Disease Surveillance training in 2011 (15), chronic disease epidemiologists and program staff members of the Maine Center for Disease Control and Prevention have incorporated GIS into routine business across all chronic disease programs. This process began slowly with a few basic maps. Now, as a standard part of epidemiologic work in our chronic disease programs, we have systematized map-making for local chronic disease measures and surveillance indicators. Maps can also show intervention sites, local policies, health care resources, or other related information. These maps are created using standard ArcGIS templates (Esri), and are incorporated into routine public and internal products such as the Maine Cancer Registry’s Annual Report (16) and the State Public Health Actions (1305 cooperative agreement) program’s standard epidemiology figures (Figure 2) (17). Our standard map templates have evolved and now include the state rates and 95% confidence intervals and identify counties with significantly higher or lower rates than the state overall. These maps are used to identify areas of the state with high burden, need, and opportunities for intervention.
Figure 2. GIS map generated by the Maine Center for Disease Control and Prevention to show distribution of coronary heart disease death rates by county. Abbreviation: CI, confidence interval.

Coronary heart disease deaths are defined as deaths by county of residence in which the underlying cause of death was coded in ICD-10 codes 120-125.

Data Sources: Maine Monthly Databases; Data, Research, and Vital Statistics Program, Maine CDC.

*Age-adjusted rates are deaths per 100,000 population age-adjusted to the U.S. 2000 standard population.
95% CI: 95% confidence interval of the rate.
Statistical significance was determined by comparing confidence intervals and non-overlapping confidence intervals were considered to be statistically different.
Prevalence estimates mapped using the quantities method with four categories.
Map created by Caitlin Piazza, May 2018.

Question 2: What are the benefits and challenges of using GIS to address the chronic disease priorities in your health department?

The biggest benefit of GIS is that almost everyone loves maps, and maps are a great communication tool. Maps make very clear the areas of the state with greatest burden and need. Well-designed maps translate complex data into understandable information for public health action in a way that few other tools do. GIS products also promote discussion and collaboration among any group of people and lead to more questions and curiosity about public health issues. GIS products also help communicate to health department leadership the value of surveillance and epidemiology.

Our major challenge has been developing and retaining staff GIS expertise. Even today, not all newly minted MPH epidemiologists have GIS skills. The CEHI trainings and materials have helped us enormously with training new epidemiologists (2). Our approach has been to train all our chronic disease epidemiologists in basic GIS skills to create quality maps using our standard templates. We also have several epidemiologists with advanced GIS skills who lead development of more innovative GIS products. Developing a relationship with our Maine Office of GIS has also helped us a great deal, particularly as we move into the world of ArcGIS Online.

Another challenge is the limitation of static maps. Our Maine asthma disparities map, for instance, shows the most recent county-level asthma emergency department and hospitalization rates along with asthma program intervention sites, showing alignment between burden and intervention coverage areas. However, rates and programs change over time and these changes are extremely difficult to show clearly on a static map. As described above, we are developing interactive maps to overcome this limitation.

Question 3: How is your health department using GIS to enhance the Core Competencies for Public Health?

Analytical/assessment skills: Incorporating GIS into our routine work has enhanced our surveillance and epidemiology work by ensuring we are always asking and answering the critical question of “Where?” Mapping and spatial analysis have been key skills of epidemiology and public health since John Snow’s investigation of cholera in 19th century London (20). Developing our GIS ex-
pertise has given us 21st-century tools for these key skills. All epidemiologists should have GIS in their toolbox.

Communication skills: A picture is worth a thousand words. A well-crafted map communicates patterns of disease and risk factors far more quickly and clearly than a data table can. Well-crafted maps lead to increased understanding among public health program staff members, health department leadership, and the public.

Leadership and systems thinking skills: Our work in GIS demonstrates our commitment to workforce development and to developing and enacting chronic disease epidemiology efforts that support our health agency’s mission. When hiring new epidemiologists we look for GIS skills, and we have worked to develop GIS skills in our current team of chronic disease epidemiologists. Health department leadership buy-in is needed to ensure staff time and investment in training. Creating even a small number of basic maps on key issues can help develop that buy-in.

New Jersey Department of Health

Question 1: How is your health department using GIS to address chronic disease priorities?

GIS and maps have allowed the New Jersey Department of Health (NJDOH) programs to make informed decisions on financial planning, policy development, program planning, and resource allocation regarding chronic disease. Using GIS to produce maps provides a mechanism by which public health professionals can visualize disease trends and the conditions that could be affecting trends in specific geographic areas — where we live, work, and play.

Financial planning: For program year 2019, NJDOH used maps to make funding decisions. We created maps showing disease burden, provider locations, demographic information (race, sex, education level), and causes of death. These maps have been especially helpful to the Heart Disease and Stroke Prevention Program where models were developed to assist New Jersey–based health care organizations in meeting nationally recognized best practices and standards to prevent and treat heart disease and stroke. The Office of Tobacco Control, Nutrition, and Fitness (OTCNF) used maps to identify members for the Tobacco Control Network, and to view utilization patterns for the New Jersey QuitLine. The New Jersey Cancer Education and Early Detection program and the Office of Cancer Control and Prevention (OCCP) have historically allocated state and federal funds to address the needs in all 21 New Jersey counties. However, as resources dwindle, we recognized the need to be more strategic in funding programs. Maps were instrumental in obtaining the support of leadership to reallocate and redirect funding for certain geographic regions.

Asset mapping: NJDOH uses GIS to identify assets that either impede or facilitate residents’ abilities to take advantage of opportunities for screening for breast, cervical, prostate, and colorectal cancer or to complete follow-up care. We mapped resources such as transportation, medical specialists, and other services that coincide with or are required for complete patient care. Asset mapping has also been very helpful in identifying potential partnerships at the community level. Those partnerships include faith-based organizations that were instrumental in delivering health messages to African American men, health care providers who deliver screening services, worksite wellness sites, and employer groups with at least 50 employees where screening, education, and promotion of wellness policies by the employer are needed.

Funding application development: NJDOH uses GIS to support funding applications by demonstrating the need and diversity of the state’s residents. These maps inform the development of culturally appropriate programming and services for population groups that are affected by specific health concerns. For instance, the NJDOH application for CDC’s WISEWOMAN grant proposal used maps to target specific populations and geographic locations. If funded, the maps will be instrumental in the implementation of the goals and objectives; if not funded, these maps have use across programs and will be a source of support and information for current and future projects.

Question 2: What are the benefits and challenges of using GIS to address the chronic disease priorities in your health department?

Benefits: Mapping chronic disease incidence, prevalence, and mortality rates, including cancer, has allowed NJDOH to develop an integrated, collaborative, and multidisciplinary plan for addressing these health concerns through strategic partnerships at the community level and within NJDOH. For example, links between cancer and obesity, poor eating habits, lack of exercise, and smoking have led to collaborative education and awareness campaigns between the OTCNF and OCCP. The maps reflect where high prevalence of these often comorbid conditions overlap. Maps of point-of-sale audits and vendor failures have allowed community partners to see where their efforts were most needed for education and policy development. Importantly, the identification and collaboration of these partners prevented duplication of efforts.

Through the OCCP’s partnership with the New Jersey State Cancer Registry (21), all available cancer data (by cancer site, sex, race, and ethnicity) is easily accessible and available to NJDOH staff, community partners, and other stakeholders. With these data, the registry develops county-level maps of cancer incidence and mortality data for the state of New Jersey.
Challenges: Availability of GIS training has been a challenge for NJDOH staff. Recently, the Integrated Health Services Branch, Division of Community Health Services, Community Health and Wellness Unit sponsored training for 16 employees across the Agency through CEHI on the development and application of maps using GIS. The Integrated Health Services Branch leadership is committed to continuing support for future GIS training of existing staff members and making this training a desired skill for new hires.

Recommendations: Senior staff members could identify staff members for GIS training and provide scheduled time to practice and advance this skill set. Where possible, allocate funds or seek funding for this purpose. Also, use free opportunities to learn and practice GIS mapping skills, such as the Health Resources and Services Administration’s Uniform Data System mapper (22) and the Healthy City tool, which provides a community research laboratory toolkit on participatory asset mapping (23). Free online GIS training for both new and advanced users is available through the GIS Exchange (24).

Question 3: How is your health department using GIS to enhance the Core Competencies for Public Health?

Assessment: NJDOH and the OCCP use maps to identify needs and gaps and to monitor the health of residents. Assessment is an ongoing, continual process that must be undertaken to show effectiveness and the need for new policies and programs.

New York State Division of Chronic Disease Prevention

Question 1: How is your health department using GIS to address chronic disease priorities?

Over the past 8 years, the New York State Division of Chronic Disease Prevention (DCDP) has incorporated GIS into all phases of programs to address chronic disease. In program planning, maps are used to understand how the burdens of chronic disease and key risk factors, including social determinants of health, vary across communities. GIS analysis has aided in identifying specific communities in need of focused public health action (25,26). The resulting maps enabled us to communicate effectively with decision makers and engage communities. GIS has helped to visualize community assets, including certified mammography facilities, locations offering lifestyle change programs (26,27), and retail outlets offering healthy food (28), and to identify gaps and plan local action. In program monitoring, local partners provide information about community locations where evidence-based interventions are implemented (26,28). Using GIS to analyze and display these data enables stakeholders to understand the schools, worksites, childcare centers, hospitals, corner stores, and other community locations affected by these interventions. Maps of data collected by DCDP-funded grantees demonstrate accountability to stakeholders and support performance management. In program evaluation, maps are used to assess whether policy, system, and environmental changes established by grantees occur in high-need communities and have the potential to affect a sizable population (26,28). In ongoing public health surveillance, maps of key chronic disease health and risk factor indicators based on time series data illustrate the potential impact of public health action and are used to justify and advocate for additional resources.

Question 2: What are the benefits and challenges of using GIS to address the chronic disease priorities in your health department?

One benefit of GIS is that maps have proven to be an effective way to communicate with many audiences about geographic disparities in chronic disease burden. Public health action is local, and many of our partners identify with a specific geographic area, be it a county, town, school district, or region. When health indicator data are displayed in maps, partners see their communities in the data reports. Maps make it easier to make the case for action at specific locations and to increase receptivity for evidence-based interventions that DCDP and our partners are promoting.

One challenge with GIS is that developing a map requires more resources than making a graph or data table. In terms of staffing resources, it has taken years to develop sufficient capacity to meet the GIS needs of the major programs within DCDP. Maintaining a staff with GIS experience has become an ongoing staff resource priority in our division. With regard to time resources, it has taken time to establish realistic expectations with partners about how long it will take for GIS projects to be completed. Partners unfamiliar with GIS often lack perspective on the skill and time involved in making maps and what appear visually to be simple changes.

A second challenge is that the effectiveness of a GIS project depends on the availability of quality, geo-referenced data. Mapping data that are inherently unreliable, come from unknown or non-validated data sources, or are collected at incongruent levels of geography often do not produce meaningful information. It has been a challenge to communicate with partners that their enthusiasm and good intentions will not compensate for the absence of reliable data. Fortunately, DCDP’s internal and external partners have developed an understanding of the data requirements for GIS projects.

Question 3: How is your health department using GIS to enhance the Core Competencies for Public Health?

Financial planning and management skills: A universal challenge public health practitioners face is determining how best to allocate limited resources in a jurisdiction while most effectively address-
ing the health needs of the population. In New York, we have used GIS to help address this challenge and support financial planning for funding programs in which DCDP issues requests for proposals. To distribute resources that support preventive services for breast and cervical cancer in New York State, service delivery data from each contractor were subject to GIS analysis. These results helped support decision making on the total number of grantees needed to achieve statewide coverage and efficiently meet the demands for preventive cancer screening. To focus funding for community interventions that promote healthy eating, physical activity, and breastfeeding, we used GIS to identify and display the high-need communities where eligible applicants were able to propose work.

Analytical/assessment skills and community dimensions of practice skills: GIS enables our division to incorporate geographic and environmental data into community assessment processes, and to display our findings in a manner that promotes community engagement. Therefore, maps have enhanced our analytical and assessment process by adding place as a key dimension and contributed to development of Community Dimensions of Practice Skills by increasing our capacity to involve community stakeholders and effectively advocate for public health action.

Conclusion

GIS has become a critical tool for state and local health departments and has allowed them to extend the concept of geography into many aspects of their chronic disease programs. These responses reveal the extent to which health departments are using maps and spatial analyses to 1) communicate the burden of disease; 2) inform decisions about resource allocation, policy, and priority communities for intervention efforts; 3) develop culturally competent programs; and 4) assist with program planning, monitoring, and evaluation. The continued and enhanced application of GIS to chronic disease surveillance, prevention, and treatment priorities can provide valuable benefits both to health departments and to the communities they serve.
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