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PREFACE 

The first NIOSH recommendations concerning statistical methods for 
the determination of compliance with an occupational health standard 
appeared in 1972 in the NIOSH Criteria Document "Occupational Exposure 
to Carbon Monoxide," HSM 73-11000 (pp. VIII-2 and 3). Subsequent 
research and an analysis of existing literature demonstrated that the 
assumptions made for the above method were inappropriate. Since 1972, 
research work has continued in NIOSH, both in-house and contracts, 
with the goal of developing practical statistical methodology which 
can be applied to the problems of sampling strategy and decision 
making in regard to occupational health employee exposure standards. 

This report presents the first results of NIOSH work on predictive 
and analytical statistical methods in the field of industrial hygiene. 
Other reports will follow with more extensive presentations of techniques 
and statistical theory. This technical report is concerned solely with 
noncompliance statistics and is oriented toward the governmental 
compliance officer. However, the conclusions regarding sampling 
strategy are equally applicable to employers and industry industrial 
hygienists. 
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ABSTRACT 

Procedures are presented for determining if the 95% Lower Confidence 
Limit of the concentration of a contaminant in an occupational 
environmental air sample or of the arithmetic average for a group of such 
samples exceeds an occupational health standard. The determination can be 
made with a known maximum probability of making an incorrect decision that 
a state of noncompliance exists. Recommendations are given concerning the 
duration of samples, the number of samples to take and the period(s) 
during the work day when the samples should be collected. The advantages 
of a full-period sample (or consecutive samples) over the mean of several 
grab samples are discussed. 

When the true arithmetic average air concentration is estimated from 
the mean of a group of random grab samples the log-normal distribution is 
assumed for the individual grab samples. When only one sample is examined 
or when one or several samples are taken for the entire time period for 
which a standard is defined the normal distribution is assumed. In the 
latter cases, variability over time is absent, but sampling and analytical 
errors are present. 
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NOMENCLATURE 

C.V. 

!;SD 

LCL 

n 

s 

std 

TW.A. 

x . 
.(.. 

T. 
.(.. 

T 

-x 

coefficient of variation, a measure of relative di2Persion, 
also known as the relative standard deviation = sIx 

geometric mean = (lO)xt 

geometric standard deviation = (10)St 

lower confidence limit (95% one-sided) of a data value or 
of the arithmetri c mean of a group of norma 11y or 1 ognorma 11 v 
distributed samples 

number of measurements being analyzed 

standard deviation of original data 

standard deviation of tog~10 of original data 

occupational health employee exposure standard such as the 
federal standards in 29 CFR 1910.93 

time weiqhted average emolovee exposure as defined in 
29 CFR 1910.93(d)(1) 

a single air concentration measurement from a qrouo of such 
measurements 

time duration of a single sample 

total time duration for a group of n samoles 

arithmetic mean of a group of air concentration measurements x. 
.(.. 

arithmetic mean of the tog~10 of the original data 
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a standard deviation of a sampling/analytical method which is 
well known from prior data 

a- standard deviation of x x 

EX sum of a group of air concentration measurements over all n 
values 
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INTRODUCTION 

The objective of this paper is to present sound statistical procedures 
for the collection and evaluation of sample results to determine if a state 
of noncompliance with an occupational health standard exists. We will 
present procedures for calculating the 95% Lower Confidence Limit (LCL) of 
an occupational environmental sample or the arithmetic average of a group 
of such samples. One may then compare the results of occupational environ­
mental sampling to an occupational health standard and make a decision with 
a known chance of making an incorrect decision that a state of noncompliance 
exists. 

The occupational health standard may be either an a-hour time-weighted 
average (TWA) or ceilin9 standard defined for a short time interval (gener­
ally 30 minutes or less). It should be emphasized that numerical calcula­
tions are necessary only if the sample mean is greater than the standard. 

This technical report was written primarily to serve as a handbook for 
governmental industrial hygienists and compliance officers, both state and 
federal, who are responsible for making decisions in regard to noncompliance 
with occupational health standards. To accomplish this goal the report 
contains many examples of the recommended procedures. Also several nomograms 
are presented to speed calculation of results if a desk calculator is not 
available. 

The report treats only the statistical analysis of occupational environ­
mental data. Topics such as choice of sampling location, mobility of the 
worker, variation in work procedures and processes, appropriate application 
of the standard to the process being sampled, and finally appropriate 
selection of breathing zone, personal and/or area samples are not treated 
in this report. In all cases one must avoid the trap of falling into a 
"numbers game" and keep in proper perspective what the data represents in 
relation to what the worker is exposed to. 

Roach (1,2,3) recognized the fact that a small number of occupational 
environmental samples can only yield an estimate of the true mean air con­
centration of the substance sampled. He pOinted out that, due to the un­
certainly in the mean value obtained from only a few samples, allowance 
must be made for this uncertainty when comparing the mean with the occupa­
tional health standard in determining whether a condition of non-compliance 
exists. 

However, Roach and others have made the mistake of assuming that all 
occupational environmental data was best described by the normal distribu­
tion. Recent work has shown that occupational environmental data is usual­
ly better described by fitting a log-normal distribution to the measurements. 
But random sampling and analytical errors tend to be more nearly normally 
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distributed so that this distribution can be used when only one sample is 
examined or when a sample or several samples are taken for the entire time 
period for which the standard is defined. 

In all cases the arithmetic mean of the data is the best descriptor of 
the average concentration to which a man is exposed. The variability of the 
data is accounted for by calculating the 95% Lower Confidence Limit (LCL) on 
the sample or arithmetic mean of a group of samples. The log-normal distri­
bution is assumed if the samples are "grab" samples (several samples taken 
for a small fraction of the time period for which the standard is defined). 

The statistical procedures presented below will not detect and do not 
allow for analysis of highly inaccurate results, i.e., systematic (nonrandom) 
errors or mistakes. The detection and elimination of mistakes is primarily 
a technical rather than a statistical problem. To assure accurate results 
one must have an instrument calibration program and a quality control program 
for laboratory analysis. Systematic errors must also be known ahead of time 
whether from the instrument calibration procedure or the laboratory quality 
control program. If a constant systematic error ;s known to exist in an 
instrument or analytical procedure then correct the sample mean of the data 
before analyzing for noncompliance. 
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 LOG-NORMAL FREQUENCY DISTRIBUTIONS 

Before sample data can be statistically analyzed we must have knowledge of 
the frequency distribution of the results or some assumptions must be made. 
Roach (1,2,3) and Kerr (4) have assumed that environmental data is normally 
distributed. However, it ;s well establisheel (5,6,7,8) that most cOtllllUnity 
air_ .. data is better described b a a1 distribu-
tion. That is, the logarithms eit er- ase e or base 10) of the data are 0 

approximately normally distributed. Most importantly, Breslin, et a1 (9), 
Sherwood (10,11), Jones and Brief (12), Gale (13,14), Coenen (15,16), Hounam 
(17), and Juda and Budzinski (18,19) have shown that occupational environ~ 
mental data from both open air and confined work spaces for both short '---­
(seconds) and long (days) time periods are log-normally distributed. 

What are the differences between normal and log-normally distributed data? 
F1rst, It should be remembered that a "nonnal" distribution is completely 
determined by two parameters: 1) the arithmetic mean (~) and 2) the standard 
deviation (0') of the distribution. On the other hand, a "1og-norma'" distri­
bution is completely determined by 1) the median or geometric mean (GM) and 
2) the geometric standard deviation (GSD). For log-normally distributed data, 
a logarithmic transformation of the original data is normally distributed. 
The GM and GSD of the log-normal distribution are merely antilogs of the mean 
and standard deviation of the logarithmic transformation. Normally distri­
buted data has a symmetrical distribution curve while log-normally distributed 
environmental data is generally positively skewed (long "tail" to the right 
indicating a larger probability of very large concentrations than for normally 
distributed data). Figure 1 compares a log-normal distribution to a normal 
distribution that has the same arithmetic mean (~) and standard deviation (o'). 

The conditions conducive to (but not all necessary for) the occurrence of 
log-normal distributions are found in occupational environmental data. These 
conditions are (15): 

1) the concentrations cover a wide range of values, often several orders 
of magnitude, 

2} the concentrations lie close to a phYSical limit (zero concentration), 
3) the variability of the measured concentration is of t~e order of the 

size of the measured concentration and, 
4) there is a finite probability of very large values (or data "spikes") 

occurring 

 The variability of occupational environmental data (differences between 
repeated measurements at the same site) can usually be broken into three 
major components: 1) random errors of the sampling method, 2) random 
errors of the analytical method and 3) variability of the environment with 
time. The first two com iability are usuall known' 
advance and are a . . owever, t e environ-
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mental fluctuations of a contaminant in a plant usually greatly exceed the 
variability of known instruments (often by factors of 10 or 20). The above 
components of variability were discussed in an article by LeC1are, et. a1. 
(20). 

When several samples are taken in a plant to determine the average 
concentration of the contaminant and estimate the average exposure of an 
employee then the log-normal distribution should be assumed. However, 
the normal dlstributlon may be used in the special cases Of 1} taking 
a sample to check compliance with a ceiling standard and 2) when a sample 
(or samples) is taken for the entire time period for which the standard 
is defined (be it 15 minutes or eight hours). In these cases the entire 
time interval of interest is represented in the sample and only sampling 
and analytical errors are present. 

Both Coenen (15,16) and Sherwood (11) state that the the arithmetic mean 
of the data must be used in the assessment of measurement results because 
the arithmetic mean is the best descriptor of the average con£entration to 
which a man is exposed. However, when the arithmetric mean (x) for a group 
of samples is compared to a standard to determine if a state of noncompliance 
exists the variability of the data must be taken into account. This can be 
done by calculating the 95% Lower Confidence Limit (LCL) on the arithmetic 
mean of the group of samples whether the samples are normally or log-normally 
distributed. In order to statistically demonstrate a condition of non­
compliance the LCL must exceed the standard as shown in Figure 2. If the 
LCL is below the standard then noncompliance cannot be shown, but compliance 
is nQt necessarily proven. More will be said about this later. Of course, 
if (x) itself is below the standard, it is unnecessary to calculate the LCL 
or perform any formal statistical test. 

Both Coenen (15) and Juda and Budzinski (18,19) have given equations for 
confidence limits on the arithmetic mean of a log-normal distribution. 
However in both cases simplifying assumptions had to be made. Coenen's (15) 
assumption concerning the distribution of individual errors seemed to have 
questionable statistical basis. Juda and Budzinski (18,19) equated the 
arithmetic mean and the geometric mean in order to arrive at approximate 
confidence limits. 

Since both of the above approaches utilized questionable approximations 
it was decided to use only rigorous statistical theory. A NIOSH contractor, 
Systems Control, Inc. has developed a procedure that uses a decision chart 
rather than calculating the LCL (21,22). The procedure uses original data 
normalized to the standard and the variability of the actual data. This 
procedure is presented as Appendix A of this report. 
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COMPLIANCE VS. NONCOMPLIANCE STATISTICS 

The one-sided statistical tests given in this report are only for the 
purpose of determining if a condition of noncompliance exists. If the 
test yields a non-significant result. one cannot conclude that a condition 
of compliance exists, but rather, only that insufficient evidence for non­
compliance is available. Thus, there are two alternatives in the case of 
a nonsignificant result. First. a condition of compliance might exist. 
But there is also the possibility that enough measurements are not available 
to definitively answer the question one way or the other. Additional 
statistical theory not presented here must be used to evaluate the latter 
two possibilities. 

Simply stated. statistics for noncompliance are oriented toward the 
governmental compliance officer and are used to make a dec1sion on data 
that occurred on a particular day. The statistical tests are designed 
to limit the maximum "risk" (probability) to 5% of making a wrong decision. 
i.e. the risk of deciding for noncompliance when in fact the process sampled 
is in compliance. Leidel (23) has discussed the selection of an appropriate 
level of risk for these type statistical tests and the interaction between 
the protection levels afforded the employer and employee. 

This technical report is concerned solely with such noncompliance statistics. 
Conversely, statistics for compliance are oriented toward the employer or 
industrial hygiene consultant to a company. The National Institute for 
Occupational Safety and Health currently has underway a contract with Systems 
Control, Inc. of Palo Alto, Ca. regarding "Sequential Sampling Plans and 
Decision Theory for Employer Monitor1ng of Employee Exposures to Industrial 
Atmospheres" (CDC-99-74-75). The contractor is developing a manual that adapts 
appropriate sampling/decision theory 1nto a s1mplified procedure which can 
be used by non-statistically trained employers or their representatives. 
This manual should be available in the summer of 1975. 

However, there already exists in the literature several articles on 
compliance statistics. Jones and Brief (12) give an excellent discussion of 
how to plot log-normal occupational environmental data and interpret the 
resulting graph. Sherwood (11) and Coenen (15) also discuss how to interpret 
sample data from a log-normal distribution. 

SAMPLING STRATEGY 

In trying to assess an occupational environment and estimate employee 
exposures three important questions must first be answered concerning the 
sampling strategy. Over how long a period should each sample be taken 
(sample duration)? . How many samples should we take? Finally. at what 
times during the day should we take the samples? 
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Sample Duration 

For some grab sample devices the sampling period is predetermined. 
Colorimetric detector tubes are an example. There is a direct reading 
dust monitor that samples for a fixed one minute period. Some substances 
such as asbestos (24, 25) may require certain sampling times to attain the 
best results during the analytical procedure. In many cases though we have 
a choice of a wide range of sampling times from a few seconds to eight hours. 
Intuitively we might feel that lengthening the sample period would signi­
ficantly increase the certainty of the information we collect. That is we 
would say that an increase in sample time would lower the variability of 
the data and reduce the width of the confidence limits on the mean, thereby 
yielding a "better" answer. However, the above assumption is almost completely 
false for short term grab samples. 

Coenen (16) derived a relation that showed the reduction in dispersion 
(corresponding to the variance of Gaussian random processes) as a function of 
increase in sampling time. He concluded that data variability (dispersion) 
decreases only slightly with sampling time and that an increase in sampling 
time even by a factor of ten is usually not worthwhile. Using Coenen's 
relation Table 1 was developed, assuming typical autocorrelation coefficients 
of 0.9 and 0.7 between consecutive samples of length equal to the basic period. 

Table 1 - Possible % reduction in standard deviation of individual 
short-term grab samples with increasing sampling durations 

multiple of basic 
sampling period 

2 
5 

10 

possible % reduction 
in standard deviation 

3 to 10% 
8 to 21% 

11 to 29% 

The overall sample variance is the sum of a) the sampling method variance, 
b) the analytical method variance, and c) the environmental concentration 
variance. The data of Larsen, et. al. (26) showed percentage reductions in 
geometric standard deviations (GSD) similar to those in Table 1. LeClare, et. 
al. {20J found similar reductions and concluded that the small reductions 
obtained in the longer term sample variances were due to the limiting effect 
of the analytical method variance. Therefore the primary consideration in 
selecting short sampling times should be the analytical method. Each 
analytical method requires a minimum amount of material. This should be 
known in advance and the sample period selected accordingly. Any increase 
in the sampling period past the minimum time required to collect an adequate 
amount of material is unnecessary and unproductive. 
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Saltzman (27) concluded that the choice of sampling time is II ••• an 
important decision affecting the results. 11 This is true if we are trying 
to gather detailed information of the true component fluctuations in air 
concentrations. However when attempting to make a decision on a possible 
noncompliance situation it is better to take shorter samples because this 
allows us to take more samples in a given day. We shall see that it is 
much more important to collect several samples of short duration than to 
collect one medium length sample covering the same total sampling period. 
This is true because the random analytical/sampling errors can be lIaveraged 
out ll (along with the longer-term environmental fluctuations during the 
sampling day) by taking a mean of random independent short samples. 

The limiting case of the above occurs if we have the ability to sample for 
nearly 100% of the time period for which the standard is defined. If we 
can sample for the entire length of the standardls averaging period or 
close to it (with either one or several consecutive samples) we can obtain 
a better estimate of the true average employee exposure. This is because 
we only have to contend with the sampling/analytical errors which are much 
smaller than the environmental fluctuations which affect short term samples. 
Thus, there is a marked advantage in using a single full-period sample 
(or consecutive samples over the full period) when attempting to demonstrate 
noncompliance. It is much more difficult to demonstrate noncompliance using 
the mean of several grab samples because the additional variability due to 
the environmental fluctuations lowers the LCL. This is shown in Figure 3 
which demonstrates the effect of the number of grab samples on requirements 
for demonstration of noncompliance. 

The family of three curves are for various levels of data variability as 
measured by geometric standard deviations (GSD) ranging from 1.5 to 3.0 
(Sf= 0.176 to 0.477). Fortunately much industrial hygiene data have GSDs of 
1.5 to 2.5. For this range of GSDs and sample sizes of 3 to 10, one must 
generally obtain a measured average exposure of 1.2 to 2.5 times the standard 
in order to demonstrate noncompliance. For GSDs greater than 3.0 it is very 
difficult to show noncompliance because the observed mean exposure has to be 
so far above the standard. Figure 3 is based on the procedure presented in 
Appendix A. 

However, if we use a full-period sample (or consecutive samples) in attempting 
to demonstrate noncompliance, the amount the observed mean must be above the 
standard is much lower. Figure 4 shows the effect of consecutive full-period 
sample size on requirements for demonstration of noncompliance. The five 
curves are for various sampling/analytical coefficients of variation (CV) 
ranging from 0.05 to 0.25. See Table 2 for typical CVs. For the range of 
typical CVs and sample sizes of 1 to 4, one must have an average concentration 
of 1.05 to 1.41 times the standard in order to demonstrate noncompliance. 
Suppose we are able to take four consecutive 2-hour samples for asbestos. 
The Full-Period Consecutive Samples procedure (and Figure 4) shows that for 
asbestos (CV = 0.22, Table2) the mean of the four samples has to be only 18% 
above the standard to show noncompliance. Single asbestos samples taken for 
comparison with the ceiling standard have to be 36% above the standard to show 
noncompliance. 
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Number of Samples 

The question of how many samples to take is vital since it relates directly 
to the confidence we have in our resulting estimate of the mean air concen­
tration and employee exposure. We see the effect of sample size on require­
ments for demonstration of noncompliance in Figures 3 and 4. For grab samples 
(Figures 3) the curves for GSDs of 1.5 to 2.5 change relatively slowly after 
sample sizes of 7 to 8. For full-period consecutive samples (Figure 4) a 
similar leveling off occurs of the curves relating the value of x/std. required 
to demonstrate noncompliance to sample size. 

For full-period consecutive samples, Figure 4 shows that based on statistical 
considerations alone, a suitable number of samples is around four to seven. 
However. practicality and costs of sampling and analysis must be considered. 
Most long duration sampling methods cannot be run for longer than about 4 hours 
per sample. Thus most full-period consecutive sampling strateg1es would obtain 
at least two samples when an 8-hour average standard is sampled for. If one 
had ~ sampling/analytical technique with a C.V. of 10%, Figure 4 shows that 
the x/std required to demonstrate noncompliance decreases from about 1.12 for 
2 samples to about 1.06 for 7 samples. Or for 2 samples we can demonstrate 
noncompliance when the mean of the 2 samples is 12% above the standard. But 
with 7 samples we can demonstrate noncompliance when the mean of 7 samples is 
6% above the standard. Above seven samples the small decrease obtained in 
variability is not normally justified when compared to the time and effort 
·required to obtain additional samples. There are theoretical benefits to be 
gained from larger sample sizes, but in terms of the disproportionately 
large additional costs incurred (especially analytical) the benefits are 
usually negligible. Thus on a cost benefit basis we can conclude that 2 
consecutive full-period samples (about 4-hours each for an 8-hour average 
standard is the "best" number to take. 

For grab samples, less than 4 samples lead to unreasonably large x/std ratios 
required to demonstrate noncompliance. As with consecutive full-period 
samples, Figure 3 shows there is a point of diminishing returns in attempting 
to reduce error in the mean by taking more than seven or so grab samples. 
However, since the level of variability in the mean of grab samples is usually 
much higher than for the same number of full-period samples, one might have 
to take many more than. seven grab samples to attain the same level of precision 
afforded by even fewer than 4 to 7 full-period samples. Thus, we have a 
statistical criterion which can lead to economies in sampling by permitting 
reduction in sampling effort with a calculable degree of confidence. We can 
conclude that the optimum number of grab samples to be taken over the time 
period appropriate to the standard is 4 to 7 samples. 
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Finally, Figure 5 demonstrates the Partial Period Consecutive Samples 
Procedure. The effect of sample size and total time covered by all samples 
on requirements for demonstration of noncompliance is shown by the family 
of four curves. A typical sampling/analytical CV of 0.10 is used for all 
curves. The bottom curve (a-hour total sample time) is the same curve as 
the CV = 0.10 curve of Figure 4. The taking of partial period consecutive 
samples is a compromise between the preferred full-period sample(s) and 
the least desirable grab samples. If one assumes a GSD of 2.5 on Figure 3, 
we see that a cu~ve of about 5 1/2 hours on Figure 5 would have approxi­
mately the same x/std ratios. Therefore if one cannot sample for at 
least 70% of the time period appropriate to the standard (5 1/2 hours for 
an a-hour standard) it is better to go to a grab sampling strategy. 
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Sampling periods 

The last question to be answered concerns when to take the grab samples 
during the period of exposure. The accuracy of the probability level for 
the test depends upon implied assumptions of the log-normality and independence 
of the sample results which are averaged. These assumptions are not highly 
restrictive if precautions are taken to avoid bias when selecting the 
sampling times over the period for which the standard is defined. To this 
end, it is desirable to choose the sampling periods in a statistically random 
fashfon. For a standard which is defined as a time-weighted average concen­
tration over a period longer than the sampling interval, an unbiased estimate 
of the true average can be assured by taking samples at random intervals. It 
is valid to sample at equal intervals if the series is known to be stationary, 
i.e., if contaminant levels vary randomly about a constant mean and fluctuations 
are of short duration relative to length of the sampling interval. However, 
if means and their confidence limits were to be calculated from samples taken 
at equally spaced intervals, biased results could occur if cycles in the opera­
tion were in phase with the sampling periods. Results from random sampling 
are valid even when cycles and trends occur during the period of the standard. 
The word random refers to the manner of selecting the sample. Any particular 
sample could be the outcome of a random sampling procedure. A practical way 
of defining random sampling is that any portion of the work shift has the same 
chance of being sampled as any other. 

What do we do if we can1t sample during the entire work day or entire length 
of the operation? Strictly speaking, the measurement results are valid only 
for the duration of the period when the measurements were taken. However, 
professional judgement may allow inferences to be made about concentrations 
during other portions of the day. Reliable knowledge concerning the operation 
is required to make these types of extrapolations. 

To select a true random sample, proceed as follows: 
1) Divide the total period over which the standard is defined into 

(n) mutually exclusive (non-overlapping) intervals whose collective lengths 
equal the period for the standard. The number (n) is equal to (Pis), where 
P is the period of the standard and s is the length of sampling intervals. 

For example, if l5-minute samples are taken and the standard is a time­
weighted average over an 8-hour work period, there would be n = 32 possible 
sampling intervals from which a random sample could be selected. 

2) Number the possible sampling intervals consecutively: 1,2,3, ... ~ 
n. For example, for an 8-hour standard over a workday from 8:00 am to 4:30 pm 
with 12:00 N to 12:30 pm spent outside the work area for lunch, we would 
assign the following code numbers for 15-minutes sampling intervals. 
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Code # 

1 
2 
3 

. 
15 
16 
17 
18 

. 
31 
32 

Interval 

8: 00 - 8: 1 5 am 
8:15 - 8:30 am 
8:30 - 8:45 am 

11 :30 - 11 :45 am 
11 : 45 - 1 2: 00 N 
12:30 - 12:45 pm 
12:45 - 1:00 pm 

4:00 - 4:15 pm 
4:15 - 4:30 pm 

3) If (n) random samples are to be taken, use a table of random 
numbers such as Table A-36 in Natrel1a (28). Select a "subjective1y 
random" starting point and from there list the first (n) different 
integers between 1 and (n). 

For example, suppose we want to select five random 15-minute sampling periods 
from 32 possible periods. Arbitrartily choose the first column and the 
eleventh row (67) from the first page of Natre11a's (28) Table A-36 as 
our starting point. This page is reproduced in this report as Figure 6. 
Moving vertically downward in the table our five periods would be 24, 6, 29, 
16, and 4. 

Period 

4 
6 

16 
24 
29 

Juda and Budzinski (19) give a similar procedure. 
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Time Interval 

8:45 - 9:00 am 
9:15 - 9:30 am 

11 : 45 - 1 2 : 00 N 
2:15 - 2:30 pm 
3:30 - 3:45 pm 



CEILING STANDARDS 

Samples taken for determination of noncompliance with ceiling standards 
are treated in a manner similar to those taken for comparison with time­
weighted average (TWA) standards. Two important differences should be noted. 

The first point is that samples taken for comparison with ceiling standards 
are best taken in a nonrandom fashion. That is, all available knowledge 
relating to the area, individual, and process being sampled should be utilized 
to obtain samples during periods of maximum expected concentrations of the 
substance. 

The second point is that samples taken for comparison to ceiling standards 
are normally taken for a much shorter time period than those taken for 
calculating time-weighted averages (TWA). ihere are three different ways 
in which the time period for a ceiling standard may be defined (29 CFR 1910.93) 
(see 29). 

29 CFR 1910.93 (a)(l) for Table G-1: 
No time period. "An employee's exposure ... sha11 at no time exceed the 
ceil ing value ... II 

29 CFR 1910.93 (b)(2) for Table G-2: 
No time period, but peak above the "ceiling" allowed. "An employee"s 
exposure .. shall not exceed at any time during an a-hour shift the 
acceptable ceiling concentration limit .. except for .. a maximum peak 
value. 

29 CFR 1910.93 (b)(2) for Table G-2: 
Short time period (5 to 30 minutes) defined as "maximum duration" for 
"maximum peak". The ceiling standard directly above may be exceeded for 
short periods up to a concentration defined as "acceptable maximum peak 
above the acceptable ceiling concentration for an a-hour shift". 

However under the current Joint NIOSH/OSHA Standards Completion Program 
all ceiling standard substances in Table G-l of 29 CFR 1910.93 will have 
the standard defined for 15 minute time periods as: 

"concentrations not in excess of ... averaged over any 15-minute period 
during an a-hour work shift." 

Measurements taken for the purpose of determining employee exposure to ceiling 
standard substances should be taken during periods of maximum expected airborne 
concentrations of the substance. Each measurement should consist of a lS-minute 
sample (or series of consecutive samples totaling 15 minutes) taken in the 
employee's breathing zone (air that would most nearly represent that inhaled by 
the employee). A minimum of 3 measurements should be taken on one work shift and 
the highest of all measurements taken is a good estimate of the employee's upper 
exposure for that shift. 
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Taking 3 measurements on a shift makes it easier to spot gross errors 
or mistakes. However, in most cases only the highest value would be 
statistically tested for noncompliance by the Full-Period Sample Procedure. 
If the samples are taken for comparison to the IImaximum peakll ceiling 
standard the sampling period should equal the "maximum duration" period 
for that particular standard. Thus, in the case of detector tubes it 
might be necessary to take several consecutive samples and average the 
results. Then the Full-Period Consecutive Samples Procedure would be 
used to analyze the results. 

TREATMENT OF GAS DETECTOR TUBE DATA 

Because gas detector tubes receive quite widespread usage in the industrial 
hygiene field and because their accuracy and precision have been subject of 
much controversy, it was decided to treat them separately. Under existing 
Federal Regulations (42 CFR Part 84) (see 30), stringent requirements are set 
forth for the construction and performance of gas detector tube units. One 
of the most important requirements pertains to the accuracy of the units. 
42 CFR 84.20 (e) states: 

IIAccuracy of gas detector tubes shall be such that measurements 
made by these tubes, used in accordance with the applicant's 
instructions, are reliable to within plus or minus 25% of the actual 
value at concentrations of 1,2, and 5 times the test standard of the 
contaminant of interest, and within plus or minus 35% of the actual 
value at one-half the test standard." 

However, it is important to note that the above are maximum allowable 
error specifications and that the majority of tubes meeting all the 
construction and performance requirements of the proposed regulations 
will do considerable better than plus or minus 25% accuracy. 

Johnson and Roper (31,32,33, 34) at the National Institute for 
Occupational Safety and Health have conducted performance studies to 
determine the reliability of hydrogen sulfide, chlorine, ozone, and 
trichloroethylene gas detector tubes. Data was taken from the above 
referenced four reports for the specific brands of gas detector tubes 
that met existing federal regulations and was subjected to an analysis 
of variance statistical procedure. The data involved in the analysis 
was for 31 "batches" (minimum of ten tubes per batch) from five 
manufacturers for four different gases at three concentration levels. 

The analysis of the detector tube data showed that, after assuming vari­
ability is constant where concentrations are expressed as percentages of the 
true value, the total variability can be resolved into two components of 
variance: 

l} SystematiC batch errors (interbatch variation) with variance (S2}S.YS 

2) Random (tube-to-tube) errors and other analytical errors (intrabatch 
variation) with variance ~2)tube' 
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The interbatch variation was found to have a mean for all batches relatively 
close to zero (95% confidence limits: 0.7% to 6.9%) as compared to the range 
of systematic errors from batch to batch. The interbatch variation had a 
standard devia~io~ sSYS = 7.2%. The intrabatch variation (tube-to-tube) had 
a standard devlatlon ~tube= 14.0%. 

However, the variance of actual environmental data will include both the 
variation due to environmental fluctuations and the random intrabatch (tube­
to-tube) variations. Thus, the only variation that should be lIadded ll to the 
data variation is the interbatch standard deviation of 7.2%. But after 
the appropriate equations were derived and utilized, it was found that 
the standard deviation of actual data usually is much larger (by factors 
of 10 or 20) than the 7.2%. It was found by ignoring the 7.2% in the 
calculations, the maximum error introduced was less than 5%. Thus, we 
feel that the data for detector tubes can be adequately and confidently 
analyzed by the Grab Samples Procedure in Appendix A with no additional 
modifications. When the Full-Period Sample or Full-Period Consecutive 
Samples Procedure is used a coefficient of variation of 14% (from Table 2) 
should be used. 

Procedures for Data Analysis 

A single sample or the time-weighted average of several consecutive samples 
taken for the entire time period for which a standard is defined yields the 
IIbestll estimate of the true average concentration of the airborne contaminant. 
This type of sample is referred to as a IIfull-period ll sample. Typically, a 
full-period sample would have to be a to 36% above the standard in order to 
demonstrate noncompliance with 95% confidence. The Full-Period Single Sample 
Procedure is used to calculate the 95% lower confidence limit (LCL) for this 
type of sample. If several consecutive samples are taken for the entire time 
period of a standard the Full-Period Consecutive Samples Procedure is used to 
calculate the 95% Lower Confidence Limit (LCL) for the arithmetic mean of the 
samples. The greater the number of consecutive samples, the less the mean of 
those samples has to be above the standard in order to demonstrate noncompliance. 
Thus, it is better to take two consecutive 4-hour samples than one a-hour and 
better yet to take four consecutive 2-hour samples during an a-hour period for 
which a standard is defined. This is true only if the costs of sample analysis 
are negligible or not considered. 

In some cases it isn't possible to take the sample(s) for the entire period 
of the standard. If one samples for six to almost eight hours for an 
a-hour standard, the sample(s) is referred to as a IIpartial period ll sample(s). 
The sample (s) is analyzed in the same manner as a full-period sample(s), 
but the Ll:L is compared to a IIpartial period limitll as calculated by the 
Partial Period Consecutive Sample(s) Procedure. 
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Finally. if long term (greater than one hour) samples are not practical 
one must estimate the average air concentration by several short term or 
grab samples. A suitable number of grab samples is at least four to seven. 
The Grab Samples Procedure is used to calculate the LCL for arithmetic mean 
of these samples. Samples taken for comparison to a TWA (time-weighted average) 
standard should be taken at random intervals over the period of the standard. 
However. samples taken for comparison with a ceiling standard should be 
taken during periods of maximum expected concentrations. 

Equations for the various procedures are given in sections immediately 
following. Refer to Figure 7 when deciding what data analysis procedure 
should be used. 
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Full-Period Single Sample Procedure 

The following procedure should be used to determine noncompliance with 
either a TWA, ceiling, or excursion standard. It is used when only one 
sample is being tested. For a TWA standard the sample must have been 
taken for the entire period for which the standard is defined (usually 
8 hours). The variability (standard deviation or coefficient of 
variation C.V.) of the sampling and analytical methods used to collect 
and analyze the sample must be well known from previous measurements. 
The statistical test given is one-sided comparison-of means test using 
the normal distribution at the 95% confidence level. 

ONLY IF THE LCL OF THE SAMPLE EXCEEDS THE STANDARD ARE WE 95% CONFIDENT THAT 
THE TRUE AVERAGE CONCENTRATION EXCEEDS THE STANDARD AND THAT A CONDITION OF 
NONCOMPLIANCE EXISTS. 

LCL = x - 1.6450 

where 1.645 = critical standard normal deviate for 95% confidence, 

cr = standard deviation of sampling/analytical method 
which is well known from prior data, and 

x = measurement being tested. 

If the coefficient of variation (C.V.) is known the LCL is computed from: 

LCL = x - ((1.645)(C.V.)(standard)) 

Figure 8 can be used to aid this calculation (n=l). Some coefficients of 
variation are available from Table 2. 

If the sample is taken for less than the entire period for which the standard 
is defined, refer to the Partial Period Sample Procedure which is a variation 
of the Full-Period Consecutive Samples Procedure. 
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Table 2. Coefficients of Variation for Some 
Sampling/Analytical Procedures. 

Sampling/Analytical C.V. Data Source 

Colorimetric detector tubes 0.14 A 

Rotameter on personal pumps 0.05 B 

Charcoal tubes (sampling/analytical) 0.10 C 

Asbestos (sampling/counting) 0.22 D 

Respirable dust except coal mine dust 
(sampling/weighing) 0.09 E 

Gross dust (sampling/weighing) 0.05 E 

Data Source References 

A. Analysis of data from (31~32J33~ and 34) as discussed previously 
in this report. 

B. NIOSE Engineering Branch estimate of typical oalibrated pumps 
capable of the range 1.5 to 3.0 lpm. 

C. Conservative estimate by the authors. Recent work under NIOSE 
Contract CDC-99-?4-?5 have shown typical CVs (precision only) 
of 0.055 to 0.09 for oharcoal tubes. 

D. Reference (25). 

E. NIOSH Engineering Branch estimate based on the use of pumps in 
the fto~ range 1.5 to 3.0 lpm and a oolleoted mass of a least 
1.0 miUigr>am. 
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Full-Period Consecutive Samples Procedure 

The following procedure should be used to determine noncompliance 
with either a TWA. ceiling or excursion standard. It is used when 
several consecutive samples are taken for the entire time period for 
which the standard is defined. If the samples do not cover the entire 
time period of the standard. refer to the Partial Period Samples Procedure 
in the next section. The variability (standard deviation or coefficient 
of variation) of the sampling and analytical methods used to collect and 
analyze the samples must be well known from previous measurements. The 
statistical test given is a one-sided comparison-of-means test using the 
normal distribution at the 95% confidence level. 

ONLY IF THE LCL OF THE MEAN OF THE CONSECUTIVE SAMPLES EXCEEDS THE STANDARD 
ARE WE 95% CONFIDENT THAT THE TRUE AVERAGE CONCENTRATION EXCEEDS THE 
STANDARD AND THAT A CONDITION OF NONCOMPLIANCE EXISTS. 

L~L = x- 1.6450x 
where Ti = duration of ith sample 

xi = measurement of concentration in ith sample 

T = T, + T? ~ •.. +Tn = total of durations for the n 
consecCt1ve samples 

.... 
x = time weighted average of n samples 

= (l/T) (T1x1 + T2x2 + ... Tnxn) 

a = standard deviation of sampling/analytical method which 
is well known from prior data 

ax = (o/T)(Tt + T~ + •.. + T~ )~ 

= o/(n)~ if Tl = T2 = ... = Tn 

If the coefficient of variation (C.V.) is known, a is computed from: 

a = (C.V.) (standard) 

Figure 8 can be used to aid this calculation in the case of n equal­
duration samples. Some coefficients of variation are available from 
Table 2. 
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Partia1- Period Consecutive Sample(s) Procedure 

One or a series of consecutive samples collected over less than the period 
for which a standard is defined is referred to as a "partial period" samp1e(s). 
Since it is known with certainty that the concentration during the period 
not covered by the sample could not be less than zero, the a hour average 
standard is multip1ed by the following factor to obtain a conservative 
partial period standard. The LCL is then calculated as in the previous section 
and compared to the partial period standard. 

Factor = (time period of the standard) 
(actual time of the sample(s» 

For an a-hour standard typical factors would be: 

Total time of sample~s) Factor 

8.00 hours 1.00 

7.75 1.032 

7.50 1.067 

7.25 1.103 

7.00 1.143 

6.75 1.185 

6.50 1.231 

6.25 1.280 

6.00 1.333 

See Example #2 for the use of the above technique. 
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Grab Sample Data Analysis 

As stated previously, if full period samples of industrial contaminant 
concentrations are available, the best method of modeling the uncertainties 
of the result is with a normal distribution. The appropriate statistical 
testing procedures were presented earlier in this report. However, when 
only a set of grab samples is available, the lognormal distribution best 
describes the uncertainties of the process. Draft versions of this report 
contained a procedure to compute a conservative lower confidence limit (LCL) 
on the average contaminant level from a number of grab samples. The method 
was conservative in that the confidence limits were rather wide since exact 
statistical theory was not available. However during the long developmental 
period of this report the results of a NIOSH contract became available. 
Partial results of this contract are presented as Appendix A so that all 
data analysis basic procedures will be availa~le to the reader in one report. 

Appendix A presents a Grab Samples procedure for estimating the average 
concentration of a contaminant and making a decision'on the level of the 
contaminant. The theory underlying this procedure was developed by Systems 
Control, Inc. and reported in full in (21, 22). The main advantages of this 
procedure are: 

1. It is contaminant-independent. Thus, it becomes possible to use 
only a single decision chart for every contaminant. 

2. It is capable of both the Non-compliance Decision and the No 
Action Decision. Each of these decisions is subject to a 
predetermined probability of Type I or Type II error. A 
Type I error is said to occur if the non-compliance decision 
is wrongly asserted. A Type II error is said to occur if the 
no action decision is wrongly asserted. 

3. The estimation and decision procedures are implemented via a 
simple and straightforward nomographic method. For estimation, 
the procedure yields the best estimate of the actual average 
contaminant level. 

A minor disadvantage of the procedure is that the LCL is not directly computed 
as in previous procedures. However it is felt the simplicity of the calculations 
required and the plotting of a single point on the decision chart far outweighs 
any advantages the direct calculation of an LCL would yield. Although the 
authors normally dislike a "black box" approach we feel most users of these 
procedures prefer simplicity and speed in reading a decision concerning sample 
results. 
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Example #1 for Consecutive Full-Period Samples Procedure 

Hazardous concentrations of benzene were suspected in a plant. It was 
decided to use the personal charcoal tube sampling method with the low 
volume pump so that long-term (4-hour) samples could be taken. Several 
pumps were used and 4-hour samples were taken both in the morning and 
afternoon. 

Employ"ee Morning Afternoon TWA 

A 12 ppm 14 ppm 13 ppm benzene 

B 21 25 23 

C 25 21 23 

0 10 12 " The 1974 a-hour TWA standard for benzene is 10 ppm (29 CFR 1910.93). 

First step 

From Table 2 we obtain the C.V. for the charcoal tube method as 0.10. 
To obtain a we multiply the standard (10 ppm) by 0.10 for a a of 1.0 ppm. 
First test the two highest TWA's of 23 ppm with the Consecutive Full-Period 
Samples Procedure. 

Second step 

The LCL on the mean of 23 ppm is, 

LCL = 23 ppm - (1.645) (1.0 ppm)/(2)~ 

= 23 - 1.2 = 21.8 ppm 

This could also have been done by reading the 1.2 ppm from Fig 8. For 
employee A the LCL is (13 - 1.2) and for employee 0 the LeL is 
(11 - 1.2 = 9.8). 

Third step 

For three of the four employees (A,B.C) the LCL on the means was higher 
than the 8-hour TWA Standard. We can conclude with 95% confidence that 
the true 8-hour TWA did exceed the standard for these employees and that 
a condition of noncompliance did exist. 
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The following data was obtained on one employee at one operation in an 
asbestos plant: 

SamE1e No. (i) Time Period Duration T ~ {min.) Conc X~ {fLcc} , 0848 - 0925 37 17. 

2 0925 - 0952 27 15.5 

3 0957 - 1039 42 8.0 

4 1039 - 1105 26 17 .5 

5 1105 - 1137 32 19.0 

6 1140 - 1149 9 32.0 

7 1320 - 1341 21 10.0 

8 1341 - 1425 44 6.8 

The 1972 standards for asbestos are 1) 5 flcc for 8-hour TWA and 2) 10 flcc 
ceiling never to be exceeded. The samples represent a total sample time of 
238 minutes out of a 440 minute exposure day (40 minutes for lunch). 

Part a Ceiling Limit {Full Period SamEles) 

Note that OSHA recommends that samples taken for comparison to the ceiling 
standard be taken for a minimum of 15 minutes. Sample #6, taken over only 
9 minutes, is nevertheless included in this example for illustrative purposes. 

First SteE 

First analyze all the samples except #3, #7, and #8 for violation of the 
ceiling standard by the Full-Period Procedure. Calculate the cr by multiplying 
the C.V. of 0.22 (Table 2) by the standard of 10 f/cc. We obtain cr = 2.2 f/cc. 
From Fig. 8 we see we need to subtract 3.6 flcc from each sample to obtain 
the LCL for that sample. Alternatively, calculate (1.645)(2.2) = 3.62 or 3.6. 
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Second step 

For the five samples: 

Third step 

Sample No. 

2 

4 

5 

6 

Conc {fLcc} 

17.5 

15.5 

17.5 

19.0 

32.0 

LCL {fLcc} 

13.9 

11.9 

13.9 

15.4 

28.4 

For all five samples the LCL is greater than the ceiling standard of 10 f/cc 
and we are 95% confident that the standard has been violated in each case. 

Part b 8-Hour Average Limit {Partial Period Consecutive Samples) 

Samples 1 through 8 have a TWA concentration of 15.8 f/cc. This is the 
mean of 8 measurements that span an entire 238 minute time.period. 

First step 

Calculate the partial period limit for the 238 minute period: 

Limit = (5 f/cc) (480/238) = 10.1 f/cc 

Second step 

Calculate the LCL on the mean of the 8 consecutive measurements: 
-x = (3262.2/238) = 13.7 f/cc 

o = (C.V.)(limit) = (0.22) (10.1) = 

0- = x 
k 

(2.2/238)(8,020)2 = 0.83 

LCL= x - 1. 64 SOX" 

= 13.7 (1.645)(0.83) 

= 13.7 1.4 = 12.3 

23 

2.2 



Third step 

The LCL (12.3 flee) on the mean of the 8 samples (13.7 flee) is greater 
than the limit for the 238 minute period (10.1 flee). Thus the employer is 
in violation of the 8-hour average standard and a citation should be issued. 
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Example #3 for Full-Period Consecutive Samples Procedure 

Colorimetric detector tubes were used to sample for hydrogen sulfide. The 
standards for hydrogen sulfide are 1) 50 ppm for a maximum duration of 
10 minutes (once only if no other measurable exposure occurs) and 2) 
20 ppm acceptable ceiling concentration for an 8-hour shift. Three 
(3) detector tubes were used consecutively during each of three ten 
minute sampling periods during periods of expected peak exposure. The 
following results were obtained: 

Period 

0905 - 0915 hrs. 
1110 - 1120 
1320 - 1330 

First step 

Samples 

5,10,5 ppm 
35,55,15 
20,25,30 

10 Min. Mean Conc. 

6.7 ppm 
35.0 
25.0 

Since the samples were obtained in a nonrandom fashion they should not be 
used for the determination of noncompliance with an 8-hour standard (this 
is academic since there was no 8-hour standard for hydrogen sulfide). 
From Table 2 we obtain the coefficient of variation (C.V.) for colorimetric 
detector tubes as 0.14. 

Second step 

Test the three values taken during the second period for noncompliance with 
the acceptable ceiling concentration standard of 20 ppm with the Full-Period 
Consecutive Samples Procedufe. The mean of the three values is 35 ppm. The 
cr is found by multiplying the C.V. of 0.14 by the 20 ppm standard. We 
obtain a cr of 2.8 ppm. 

The LCL is: 

LCL = 35 ppm - (1 .645)(2.8 ppm)/(3)~ 

= 32.3 ppm. 

(Alternatively. 2.7 ppm could have been read from Figure 8 and subtracted 
from 35 ppm.) 

Fourth step 

Since the LCL of the mean value of the three tubes (32.2 ppm) exceeds the 
standard (20 ppm), we can conclude with 95% confidence that the true average 
concentration during the 10-minute period did exceed the ceiling standard. 
A citation could be issued because a condition of noncompliance exists. 
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APPENDIX A - GRAB SAMPLES PROCEDURE 

0.0 DEFINITIONS 

This section contains a Definition of Terms and Notations used in 
this Appendix. Section 0.1 contains the Definition of Terms. The term 
or phrase being defined is underlined. Section 0.2 contains a definition 
of all mathematical notations used in this Appendix. 

0.1 DEFINITION OF TERMS 

Avera~e concentration: Arithmetic mean of concentration over an 
a-hour perlod. 

Federal Standard (for a-hour exposures): The highest level of 
average concentration to which a worker can be exposed (29 CFR 1910.93). 

Relative.Concentration: Measured concentration divided by the 
Federal Standard. 

A non-com liance Decision: A decision made with a given maximum 
low pro a 1 lty of error t at a worker's contaminant exposure level 
exceeds the Federal Standard. 

A No Action Decision: A decision made with a given maximum low 
probability of error that a worker's contaminant exposure does not 
exceed the Federal Standard. 

No Decision: A decision that neither compliance nor non-compliance 
can be asserted with sufficiently low probabilities of making the 
respective incorrect decisions. 

for which the mean 

Normally Distributed Variable: A variable which is said to be 
normally distributed has fluctuations which have a bell-shaped frequency 
distribution which is characterized fully by the mean and standard 
deviation. 

Lognormally Distributed Variable: A variable is said to be 109-
normally distributed if the logarithm of the variable is normally 
distributed. 
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0.2 NOTATIONS 

STO: 

M 

~ 

n 

s 

t . 
.{. 

x· .{. 

X· .{. 

y . 
.{. 

-Y 

Federal Standard such as 29 CFR 1910.93 

Average concentration 

Best estimate of the average concentration 

Number of concentration samples 

Sample standard deviation 

Midpoints of sampling periods during which the 
concentrations X~ are obtained 

Measurements of the concentrations 

Ratio between measurements and the Federal Standard 

Logarithm (base 10) of x~ 

Sample Mean of Yl 
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1. INTRODUCTION 

This Appendix presents an easy to follow procedure for making decisions 
regarding the average of a time varying industrial contaminant exposure 
level. By using this Appendix it will be possible to make statistical 
decisions as to whether or not a particular contaminant level exceeds the 
exposure standards set forth by OSHA regulations 29 CFR 1910.93. A list 
of definitions of terms and concepts used in this handbook is presented 
in Section O. The procedures in this Appendix will allow one to make one 
of the following three decisions regarding a worker's contaminant exposure 
level: 

Non-compliance 
No Action 
No Decision 

By "Non-compliance" it is meant that the decision has been reached at 
a given high confidence level that the worker's contaminant exposure level 
exceeds the Federal Standard. By "No Action" it is meant that the decision 
has been reached with a given high confidence level that the worker's 
contaminant exposure level does not exceed the standard. Finally, by the 
"No Decision" choice it is meant that neither of the above choices can be 
asserted with a sufficiently high confidence level. 

In addition to the three-way decision procedure described above, this 
handbook will provide a nomographic method of determining the best estimate 
of-the actual average level of contaminant. 

The decision and estimation procedures described in this handbook cover 
the case where the contaminant data is a set of grab samples from a time­
varying industrial environment. A lognormal distribution is assumed for 
the variability of individual grab samples taken at random intervals. 

The step-by-step procedures to be followed in making decisions regarding 
contaminant exposure level and in obtaining estimates of average contaminant 
level are described in Section 2. Examples of procedure are provided in 
Section 3. 

The suggested method of using this procedure is as follows: 

Review Section 2 to gain an overview of the methodology without undue 
concern about understanding all the procedural details. 

Then, work through the examples in Section 3, to obtain insight into 
the methodology presented in Section 3. 

If necessary, review Section 2 to solidify the procedure. 
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2. DESCRIPTION OF THE PROCEDURE 

This section describes the procedure for estimating and making 
decisions on the average concentration of an industrial contaminant. 
An outline of the procedure is presented in Section 2.1. A detailed 
description of each of the steps in the procedure is presented in 
Section 2.2. A collection of examples on the use of the procedure is 
presented in Section 3. 

2. 1 OUTLINE OF PROCEDURE 

The procedure is divided into the following six steps. The 
interrelationship between the steps is illustrated in the flow diagram 
in Figure 1. 

Step 1: Collect data, then proceed to Step 2. 

Step 2: Check whether a decision can be reached immediately; if 
not, proceed to Step 3. 

Step 3: Preprocess the data by dividing the concentration data 
by the Federal Standard and computing the common logarithms 
of these relative concentrations, then proceed to Step 4. 

Step 4: Compute the decision variables, go to Step 5. 

Step 5: Make the decision by plotting a single point on the 
decision chart and read off the decision (either non­
compliance, no action, or no decision). 

Step 6: Obtain the estimate of the average contaminant level from 
the estimation nomograph. 

2.2 DETAILED DESCRIPTION OF PROCEDURE 

Step 1 - Collect Data 

The available contaminant data consists of the following information: 

(a) The concentration measurements: Xl' .•. , Xn (average concentrations 
for the sampling periods). 

(b) The times at which these measurements were taken: t l , ... , t (the 
midpoints of the sampling periods). n 
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EXIT -----

STEP 1 

COLLECT OATA 

STEP 2 

.... YES CAN A OECISION BE 
~ REACHEO IMMEOIATEL Y 

NO 

~r STEP 3 

PREPROCESS THE DATA: 
COMPUTE THE LOGS OF 
THE RELATIVE CONCEN· 
TRATIONS (Yi) 

~r STEP 4 

COMPUTE THE OECISION 
VARIABLES: 
y and s of Yi 

STEP 5 STEPS 

PLOT ON DECISION CHART 
AND READ OFF THE 
DECISION 

OBTAIN ESTIMATE OF 
AVERAGE CONTAMINANT 
LEVEL 

Appendix A Figure 1 - Flow chart for Grab Samples Procedure. 

43 



Technical Remark: One should not attempt to reach a decision about 
the eight-hour average contaminant level based 
upon measurements that cover only a small portion 
(e.g., last two hours) of the eight hour work day. 

Step 2 - Can a Decision Be Reached Immediately? 

In some cases it is possible to quickly "eyeball" the concentration 
data to determine that a state of noncompliance exists. If the minimum of 
the concentration data is 30% above the standard, then a state of non­
compliance probably exists and an exit from the rest of the steps can 
usua lly be made. 

Step 3 - Preprocess the Data 

In this step the data is preprocessed to prepare for later analysis. 

(a) Calculate the relative concentrations with respect to the 
applicable Federal Standard. 

Let the Federal Standard for the contaminant being investigated 
be denoted by STD. Then compute the following quantities: 

_ Xl _ X2 X _ Xn 
Xl - STD, X2 -STD, n. -s'fD 

That is, divide each of the concentration measurements by 
the standard. The new Xl' X2, ••• , Xn are called the relative 
concentrations. The reason that this division is performed 
is to make the concentrations of contaminant independent of 
the particular contaminant being investigated. The "standard" 
value for the "new" Xl' XZ ' ... , X will always be one. 

PI. 

(b) Compute the common logarithms of the relative concentrations. 

In this part of Step 3, the common logarithms of the relative 
concentrations are determined. The logarithms of the relative 
concentrations are denoted by Y1' Y2, ..• , y. Therefore, 

"n 
VI = loq Xl, V2 = 10q'X2, ••• vn = 10Q xn 

Step 4 - Compute the Decision Variables 

Obtain the sample mean, denoted by y, and the sample standard 
deviation, denoted by s. y,s, and n are the decision variables. 
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These variables will be used in determining which of the following 
decisions should be made (Step 5). 

· non-compliance 
· no action 
· no decision 

Also, these variables will be used to estimate the average concen­
tration of contaminant (Step 6). 

The computational formula for Y is: 
- 1 (-y = n Yl + Y2 + ... + Yn ) (3 ) 

The computational formula for sis: 
" /1 2 2 2 I 

S ~ n. ~1 [( Y 1 - y) + (.Y 2 - .Y) + •.• (.Y n. - y) ] (4a) 

Or, in a computationally simpler form sis: 

S = ....., [(v + y + ... + Y ) - n(-.y) ] =) 1 2 2 2 2 

n- I 1 . 2 . n (4b) 

Step 5 - Make the Decision by Plotting the Decision Variables y, s 
on the Decision Chart 

Make the decision by plotting the decision variables y, s on the 
decision chart, contained in Section 4. 

The decision chart contains the following: 

· A vertical axis for the y decision variable 
• A horizontal axis for the s decision variable 
· A set of curves which form the boundaries to the 

noncompliance, no decision, and no action decision 
regions. Each of these boundaries is a function of 
the number of observations. The number of observations 
is denoted by n. The values of n are from n = 3 to 25. 

The decision region plot is set up to have the following 
probability structure: 

(i) The probability of asserting Inon-comp1iance", 
when true situation is "compliance", is at most 5%. 

(ii) The probability of asserting "no action" when the 
true situation is "non-compliance" is at most 5%. 
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Technical Remark: Recall that (i) and (ii) are denoted technically 
as the si ze of Type I and Type II errors, 
respectively. 

To use the decision region plot proceed as follows: 

· Plot the decision variables y, s on the vertical and horizontal 
axis, respectively, to obtain the decision point. 

· If the decision point lies above the upper curve corresponding 
to the number of measurements n, then decide "non-compliance". 

· If the decision point lies below the lower curve corresponding 
to the number of measurements n, then decide "no action". 

· If the decision point is between two curves, then no decision 
can be made. 

· If the value of y is out of range, either below -.9 or above .3, 
then usually "eyeball" interpolation will suffice to obtain the 
decision. 

· If the value of s is greater than .5 this indicates that one or 
more of the concentration measurements is "way out of line". 
This indicates usually that a state of non-compliance exists. 
Again, in this case, eyeball interpolation should be used. 

Step 6 - Obtain Estimate of the Average Contaminant Level From 
The Estimation Nomograph. 

The decision variables yand s are also used to obtain the estimate 
of the value of the average contaminant level. The estimate is obtained 
using the estimation nomographs which are contained in Section 4. 
Estimation nomographs contain the following: 

· A left-hand vertical axis for the y decision variable. 

· A horizontal axis for the s decision variable. 

· A right-hand vertical axis for reading off the average contaminant 
level denoted by M/STD. 

· Each estimation nomograph has a value n associated with it, 
where n is the number of data points 

The procedure for using an estimation nomograph is as follows: 

· Select the appropriate nomograph corresponding to the number of 
samples of the contaminant. 
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Plot the decision variables yand s, with yon the vertical axis 
and s on the horizontal axis . 

. Follow the nomograph curve nearest to the plotted point to the 
~/STD axis on the right-hand side of the nomograph . 

.. 
. lnterpolate between two xalues of M/STD to obtain the appropriate 
~/STD. If the value of M/STD is multiplied by STD then the estimate 
of the average concentration M will be obtained. 

If the values of yor s are outside the range of the estimation 
nomograph, then the arithmetic mean of the measurements 

- 1 ) x = =<Xl + x2 + •••. + X 
It It 

;s to be used to estimate the average concentration. 
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3. EXAMPLES OF PROCEDURES 

This section contains detailed examples of the procedure. Specific 
examples are provided to illustrate and demonstrate the use of the 
procedure for: 

· Computing the decision variables 

· Making the decision (i.e., either non-compliance, no action or 
no decision) 

· Obtaining estimates of contaminant level. 

This section will also demonstrate in a step-by-step manner the 
organization of computations that are required for using the procedure as 
outlined in Figure 1. In particular, this section will illustrate: 

· The use ofa computational worksheet 

The use of the decision chart and estimation nomographs. 

The examples illustrated in this section are intended to give the 
reader some insight into the way the methodology works. 

3.1 Example 1 

The measurements of carbon monoxide concentration yielded the data 
displayed in Table 3.1 for a particular employee in an industrial plant. 

TIME OF DAY 

CONCENTRATION 
OF CO (PPM) 

9 10 11 12 13 14 15 16 17 18 

45 50 75 40 85 20 

TABLE 3.1 RAW DATA FOR EXAMPLE #1 

Table 3.1 summarizes the data collection, Step 1. For this example, 
the Time row in the table indicates the actual clock time at which the 
concentration measurements were obtained (mid-point of sampling interval). 

48 



The Federal Standard for CO is 50 ppm. By "eyeballing" the data 
above 50 ppm it cannot be determined if a state of non-compliance exists, 
therefore Step 3 must be done next. 

Table 3.2 illustrates a worksheet for executing Step 3 and Step 5 
(preprocessing the data and computing the decision). Columns 1 and 2 
of the worksheet are the raw data recopied. Column 3 is the concentra­
tion divided by the Federal Standard, rounded to two places to the 
right of the decimal point. 

Column 4 contains the value of the common logs (base 10) of the 
values in Column 3. 

Step 4 must now be computed. Again the worksheet Table 3.2 is 
used to compute the decision variables. This is accomplished by computing 
column 5, which is the square of column 4 and adding the values of column 
4 and 5 and putting the respective values in the bottom margins denoted 
by "SUM". The values for this example are -0.14 and 0.26, respectively. 
Note that all calculations are rounded to two significant figures. The 
values of the decision variables can now be computed using the equations 
(3) and (4b). The calculations are illustrated on the worksheet below 
Table 3.2. From the worksheet, the values of the three decision variables 
can be seen to be: 

n = 6 
Y = -0.02 
s = .23 

Remark on Calculations: 

The following rules should be followed in performing the calculations 
on the worksheet. 

Rule 1. Compute and round the logarithms to two places to the 
right of decimal point. 

Rule 2. Compute the squares on the worksheet to four places to 
the right of the decimal point. Round to two places 
to the right of the decimal point after forming sum. 

Rule 3. Compute the expressions for s on the worksheet to four 
places to the right of the decimal point. Round to two 
places to the right of decimal point after forming square 
root. 

Rule 4. All other calculations are performed and rounded to two 
places past the decimal point. However, it may be 
necessary to carry additional significant digits in the 
terms of a difference if the leading digits of both terms 
are identical (as 22.15 and 22.34). 
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Note that the calculations on the worksheet can easily be implemented 
on advanced pocket scientific calculators which have hardwired programs 
for logs, arithmetic mean, and standard deviation. The worksheet is primarily 
set up for a calculator that performs only the elementary operations. 

Now Steps 5 and 6 can be executed. Namely, in Step 5 the decision of 
non-compliance, no decision or no action can be determined; and in Step 6, 
an estimate of the average contaminant level can be determined. 

Using the decision region plot in Section 4, plot the value of s on 
the horizontal axis and the value of y on the vertical axis. Figure 3.1 
illustrates the use of the plot. The result of plotting the decision 
variables is denoted by "A" in Figure 3.1. It is observed that for this 
example the "No Decision" choice must be made. This is because the point 
"A" lies between the boundaries of the n = 6 curves in the no decision 
region. Observe that the n = 6 curve must be interpolated between the 
n = 5 and n = 7 curve. This means that neither the non-compliance nor 
the no action decision can be asserted with sufficiently high confidence. 

To estimate the average contaminant level, the estimation nomograph 
with n = 5 or 6 (nomograph with values of n = 5 or n = 6) must be used 
because the number of concentration data is equal to 6. Plotting s along the 
horizontal axis and ij along the vertical axis yields the point "B" in 
Figure 3.2. Beading the value corresponding to the curve on which "B" lies 
the ya1ue of M/STD is seen to be equal to roughly 3/7 of the way from the 
1.0 M/STD to the 1.2 ~/STD values. 

Thus the value of M/STD to be used is: 

3/7 (1.2 - 1.0) + 1.0 = 1.09 

This is the simple interpolation method. 

This is the estimate of the average contaminant level divided by the 
standard. Since the standard is 50 ppm for CO, then (1.09)(50) = 54.5 ppm 
is the estimate of the average contaminant level for this data. Thus, it 
can be concluded that even though the estimated average level of CO above 
the standard, a state of non-compliance cannot be asserted. The arithmetic 
average of the contaminant can be seen to be 52.50 ppm. It is important to 
note that this arithmetic average is different than the average value of the 
contaminant. 
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2 

TIME OF CONC. 
DAY 

9 45 

10 50 

11 75 

12 40 

14 85 

16 20 

SUM 

Decision Variables 

n = 6 data values 
---"--

y = Sum Col. 4 = -0.02 
n 

3 4 5 

CONC. LOGbCONC ] (COL.4)2 
STD STD 

0.90 -0.05 0.0025 

1.00 0.00 0.0000 

1.50 0.18 0.0324 

0.80 -0.10 0.01 00 

1. 70 0.23 0.0529 

0.40 -0.40 0.1600 

-0.14 0.26 

TABLE 3.2 

1 ~Sum Col. 5)- -nl (Sum Col. 4)~ = .23 
n-l l J 
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Figure 3.2 Estimation nomo~raph for Example #1 (n = 6) 
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Example #2 

A Mercury vapor detector gave the following readings at the 
corresponding times in an industrial plant. The values are in mg/m3• 
The Federal Standard for Mercury vapor is 0.10 mg/m3. 

TIME 9 10 11 12 13 14 15 16 17 18 

CONCENTRATION 
OF Hg (mg/m3) .06 .20 .09 .16 .09 .30 

TABLE 3.3 RAW DATA FOR EXAMPLE #2 

Since it cannot be decided if a state of non-compliance exists by 
merely looking at the data Steps 4,5, and 6 will be performed. 

The worksheet is presented in Table 3.4. For detailed explanation 
of the worksheet see Example #1. 

A~ examination of the decision chart, Figure 3.3, shows that for 
n = 6,y = .11 and s = .26, a "non-compliance" decision must be asserted 
for this case. The decision point is plotted and denoted by "A" in Figure 3.3. 
This is because the point "A" lies above the interpolated curve for n = 6 
on the decision region plot. 

To estimate the average concentration of Hg vapor for this sample, the 
estimation nomograph with n = 5 or 6, is to be used because the sample 
size is 6. Using the estimation nomograph it can be seen that for n = 6, 
estimation point is plotted and denoted by "B" in Figure 3.4. Thus, using 
simple interpolation the value of the average concentration will be : 

1 .4 + .5 (1.6 - 1.4) = 1.50 

The average value of the Hg concentration for the area sampled in mg/m3 is: ,.. 
M = (~D)(STD) = (1.50)(0.10) = 0.15 mg/m3 

rounded to two significant digits. 
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1 2 3 4 5 

TIME OF CONC. CONC. lOG rnO~CJ (COL. 4)2 
DAY STir ST 

9 0.06 0.60 -0.22 0.0484 

10 0.20 2.00 0.30 0.0900 

11 0.09 0.90 -0.05 0.0025 

14 0.16 1.60 0.20 0.0400 

15 0.09 0.90 -0.05 0.0025 

16 0.30 3.00 0.48 0.2304 

SUM .66 .41 

TABLE 3.4 

Decision Variables 

n = 6 data values -....;.....--

y = Sum Col. 4 = .11 
n 

1 rSum Col. 5)-__ 1 (Sum Col. 4) = .26 
n:r t n 

55 



~ -.4 
~ 
II ... 
t -.S In 

I':' 

-.6 

-.7 

-.8 

.. 
. -~ . .... ... , 

'n=17 

n=15 
.. 

n=13 .. 

8. Sample Standard Deviation 

Figure 3.3 Decision regions for Example #2 
56 



I~ -.8 

-.9~~~~~~~r-~1~~~~~~~~~~-r 

-1. 0 -{-±.-+-'-+-c-+:-'4-'-+'-+-+"....;.;.;.'-! 

3.0 

2.5 

2.0 
1.8 
1.6 

.7 

.6 

.5 

.4 

.3 

.2 

o .5 

s, Sample Standard Deviation 

H/STO 

Figure 3.4 Estimation nomograph for Example #2 (n = 6) 
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Figure 4 .1 Decision regions 
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Figure 4.3 Estimation nomograph for n=5 or 6 
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