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DEDICATION

Charles F. Cannell (1913-2001) was a charter member of the group of researchers and
research administrators who instituted the health survey research methods
conference series. He attended each of the first six conferences and would have
attended the seventh if illness had not prevented him from doing so. Charlie was a
tireless supporter of research on health survey methodology, particularly the role of
interviewers in the survey process. Charlie believed that valid data on the state of a
society is essential to wise and humane policies. His gentle and kind nature, good
humor, and thoughtful counsel will be missed in this series. This volume is dedicated
to the memory of Charlie Cannell and his many contributions to the health survey
research methodology conference.
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FOREWORD

Setting the Agenda for the Eighth Conference on

Health Survey Research Methods

HEALTH SURVEY RESEARCH METHODS
CONFERENCES

An instrumental component in the
systematic study of health survey
methodologies has been a series of
occasional symposia and conferences. In the
early 1970s, the National Center for Health
Statistics (NCHS) and the National Center
for Health Services Research (NCHSR, the
predecessor to the Agency for Healthcare
Research and Quality [AHRQ)]) identified
through a series of meetings and seminars a
set of important health survey methodology
issues that needed to be addressed through
methodological research. Each had the
potential to affect the quality of health
survey data. In 1975, the first of a sequence
of conferences examined critical
methodological issues in health survey
research. A small group of 40 researchers
and federal health statistics system officials
gathered to discuss methodological
problems, set priorities for funding, and
disseminate recommendations of the
conference to a broad community of health
researchers.

A second conference of 40 researchers
was held in 1977. The conference
participants concluded that a series of
biennial conferences on health survey
methods would add substantial value to the
broader health research and policy
committee. Additional conferences were
held in 1979, 1982, 1988, 1995, and 1999. This
volume is a report on the proceedings of the
Eighth Conference held in 2004.

These conferences have shared features
that are collectively distinctive. A steering
committee of government and academic
researchers develops conference topics and
seeks prominent investigators to lead and
stimulate discussion. Conferences employ
formal papers and presentations but allow
ample opportunity for discussion, both
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prepared and spontaneous. Participation is
by invitation only to a limited number of
participants. Invitations are extended to
government researchers, survey data users,
and academic methodological researchers
actively engaged with health survey
methods and data. Invited presentations are
presented in plenary session, and
rapporteurs develop summaries of floor
discussion to accompany formal papers.
Findings are disseminated through
published proceedings volumes.

Conferences are supported by a variety
of agencies and foundations. Early
conferences were sponsored by the NCHSR
(AHRQ today) and NCHS. Both agencies
remain steady contributors to conference
support, with more recent support provided
by other agencies in the federal health and
statistics system.

Themes across the eight conferences
represent timely and enduring research
problems faced by those conducting health
surveys. For example, the first conference
addressed questionnaire design,
interviewers and interviewing techniques,
validity of survey data, and total survey
design. Subsequent conferences addressed a
full range of survey methodology problems,
examining such topics as nonresponse,
respondent burden, standardized
measurement, ethics, sample design and
estimation, cross-cultural considerations,
data collection mode, and state and local
data needs from surveys.

EIGHTH CONFERENCE ON HEALTH
SURVEY RESEARCH METHODS

The Eighth Conference was held
February 20-23, 2004, in Peachtree City,
Georgia. The steering committee met in
person and by telephone conference several
times before the conference to discuss
potential themes. The steering committee



discussion led to a decision to organize
sessions in a format that was a modest
departure from more recent conferences.
Each conference session was organized by a
single member of the steering committee
who had research interest in a conference
theme. The steering committee assisted in
identifying chairs, invited participants to
review the current status of and future
directions for the topical areas under
consideration, and discussants. Contributed
paper abstracts were subsequently solicited
through a public announcement, and the
committee selected one or more of the most
relevant contributed papers for inclusion in
the respective sessions.

The success of the Eighth Conference
depended on the timeliness and enduring
quality of the themes selected for the
sessions. Steering committee discussions
began with a review of the complex and
challenging problems being faced by those
conducting health surveys in the beginning
of the 21t century. Discussions covered
issues ranging from the increasingly diverse
and dynamic nature of the U.S. population to
changes in population response to survey
requests for participation. Five themes
emerged from these discussions:

e Capturing more effectively diversity and
change in dynamic populations through
longitudinal health surveys;

e Community participation in surveys and
other types of research and the
identification of community benefit from
health surveys;

e The challenges of conducting health
survey research in culturally diverse
populations;

e Responding to rapidly decreasing
cooperation levels in health surveys,
whether in person, by telephone, or
through self-administration, and the
emergence of Internet technology and
survey data collection; and

e The nature and impact of privacy
concerns and survey confidentiality
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provisions on survey participation and
the administrative procedures for
conducting health surveys today.

The committee believed that these
themes represented several of the most
important challenges facing health survey
research methods today and in the
foreseeable future. Committee members and
session organizers were particularly
interested in providing a forum where the
implications of current trends for the future
of health survey research methodology could
be discussed in the plenary sessions. These
themes also complemented each other,
providing an opportunity for researchers
familiar with one theme to contribute to
discussion on one or more of the other
themes.

There have been important changes in
major health policy issues that surveys have
been used to address. The essential survey
conditions faced by health survey
methodologists have evolved as the
population has changed and become
increasingly diverse. Yet the methodological
challenges continue to revolve around a
common set of enduring themes that have
been discussed at this and past conferences.
Each conference provides the opportunity to
select the most important methodological
problems of the day and anticipate future
health policy and survey methodology
developments.

The first session, Capturing Diversity and
Change in a Dynamic Population, provided a
forum to address the utility of longitudinal
studies as important vehicles for providing a
better understanding of the factors
associated with transitions in health care
status, utilization and expenditure patterns,
and health insurance coverage over time. In
an increasingly diverse U.S. population,
methods continue to be needed to improve
sample selection in order to identify and
follow populations with critical needs, from
minority groups to those with conditions
that are of particular interest to the health



care community. Attention also was given to
supporting critical reflections of the value of
longitudinal studies and providing examples
of how to best execute them to obtain the
data content needed by policy makers and
health care researchers. The presentation of
methods most appropriate for the analysis of
time dependent data was another session
objective. Consequently, the session was
formalized to include a set of invited papers
that focused on the following topics:
longitudinal estimation in AHRQ'’s Medical
Expenditure Panel Survey and its related
analytical capacity; health findings from the
British National Birth Cohort Study; design
issues associated with the forthcoming
National Children’s Survey; and analytical
strategies for longitudinal data from
complex health surveys.

The second session on Community
Participation and Community Benefit was
designed to identify paths to help balance
the tension between the needs of the
community, the principles of scientific
research, and prior practices of researchers
and the institutions they represent. It was
viewed as an essential thematic area for
conference inclusion, particularly in light of
the downward trend in response rates in
national and local surveys. In surveys such
as the National Health and Nutrition
Examination Survey, methods have been
emerging that recognize the importance of
enhancing and conveying the community
benefits of the research in influencing survey
participation, within both geographically
defined communities and broader
communities of identity. Consequently, the
goal for this session was to explore methods
and means for balancing and enhancing both
community participation and community
benefit in the design and conduct of national,
state, and local health surveys.

The third session, Cross-Cultural
Challenges in Health Survey Research, was
planned at the outset to include a mix of
invited and contributed papers. Invited
papers were to focus on the following topics:

an overview of the problems in establishing
conceptually equivalent definitions of health
across multiple cultural groups,
identification of methods for developing
conceptually equivalent measures across
multiple cultural groups, and coverage of
methods for verifying conceptual
equivalence of measures across multiple
cultural groups.

In the fourth session, the committee
desired to establish a big-picture view of
where we are with respect to the conduct of
general population health surveys in 2003.
Hence, the session was aptly titled How to
Conduct Health Surveys in the 21st Century.
Attention was to be given to the declining
feasibility of random-digit-dialing telephone
surveys for producing credible data and the
consideration of Web-based surveys and
mail surveys as potential substitutes for or
complementary components of dual-mode
protocols. These operational considerations
were to be further informed by a total survey
design perspective, with featured
presentations considering costs, the quality
of sample frames, the rates and biases
associated with nonresponse, and the issues
of data quality and data comparability
associated with alternative modes of
collection data.

Finally, the issues of best practice that
ensure the rights and welfare of survey
participants are protected is a theme that has
grown in importance in recent years. A
session on Security and Privacy was included
to provide a forum for presenters and
participants to explore issues related to
ethical research standards and informed
consent. Emphasis was to be placed on the
inclusion of presentations addressing the
new challenges posed by the increasing
demand for the collection of sensitive
information, the inclusion of mature minors,
the retention of biological samples, and the
availability of regulated and unregulated
data.

At the Eighth Conference’s inception, we
presented the participants with a set of



challenges. One was for participants to help
frame the ensuing discussion. Another was
to identify overarching themes, common
problems, and potential solutions. More
specifically, the presenters, discussants, and
participants were asked to connect the topics
addressed by the set of related papers in
each session with recommended strategies to
improve the quality of health surveys. In
evaluating the effectiveness of new design
features and methodological innovations, the
following parameters were given particular
attention: accuracy, relevance, timeliness,
accessibility, clarity, and cost-efficiency.

In addition, to facilitate discussion that
could identify and prioritize future efforts to
improve the conduct and quality of health
surveys, the participants were asked to
frame their comments with the following
considerations in mind:

e Anticipation of future needs for timely,
accurate, and reliable policy-relevant
data and best practices to satisfy demand;

e Identification of the greatest challenges
faced by survey designers and
researchers to provide high quality data
in a cost efficient manner and best
practices;

e Identification of strategies to improve
communications among and between
researchers; policy makers; survey
designers (statisticians, methodologists);
survey operations, field, management,
and data processing staff; and

e Identification of future research
priorities.

A total of 75 persons attended the Eighth
Conference, including researchers from
academic disciplines who conduct and use
data from surveys, researchers and

administrators from federal statistical system
agencies responsible for major health
surveys, and academic and government
health policy researchers who use survey
data to help formulate health policies.
Almost one-half of the participants had not
attended one of the previous conferences. Six
had been present at the first conference,
although they had not attended every
conference. Thus, participants represented a
wide range of previous connections to the
series, allowing the new members to gain
additional insights through interactions with
the conference veterans.

In planning for the Eighth Conference,
the steering committee members clearly
desired to include a more visible
representation of new participants who
would share their fresh perspectives in
dealing with the existing and new challenges
faced by the field. Efforts also were made to
ensure strong threads of continuity with the
inclusion of the leadership from prior
meetings, providing a great breadth of
collective wisdom from which to draw upon.
It appears that the steering committee’s
careful planning on this front has come to
fruition.

Steven B. Cohen

Director, Center for Financing, Access and
Cost Trends

Agency for Healthcare Research and Quality

Jim Lepkowski

Research Professor, Institute for Survey
Research

University of Michigan

March 2004
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INTRODUCTION TO SESSION 1: Capturing Diversity and Change in a
Dynamic Population

Graham Kalton, Westat

Many surveys are single-time and cross-
sectional, aiming to measure the
characteristics of the surveyed population at
the time the survey was conducted. However,
there also is considerable analytic interest in
examining changes over time, and there are
various design strategies that can be used to
examine such changes.

A key distinction to be made is between
net change (change at the aggregate level) and
gross change (change at the individual level).
Measures of net change can be obtained from
a repeated survey design in which the same
cross-sectional survey is carried out at
different points of time, with fresh samples at
each time point. Examples in the health field
include the National Health Interview Survey
and the National Survey on Drug Use and
Health (NSDUH). Note that net changes in
estimates (for example, estimates of drug use)
from a repeated survey reflect a combination
of changing characteristics of the population
and change in population composition (e.g.,
births, immigrants, deaths, and emigrants). A
repeated survey design cannot provide
measures of gross change unless retrospective
questions are asked about sampled
individuals” past characteristics or behaviors.
The limitation of retrospective questioning is,
of course, that respondents may have
forgotten or misremembered the information
sought. The paper in this session by Gfroerer
et al. takes advantage of the fact that the
NSDUH is a repeated survey that asks
questions about both current and
retrospective substance use. The authors thus
are able to examine the ability of the
retrospective questions to provide estimates of
substance use for earlier times that are
comparable with the corresponding cross-
sectional survey estimates (with adjustments
made for changes in population composition).

The fallibility of memory rules out
retrospective questioning as a means of
studying gross changes for most phenomena

of interest in health surveys. As a result, some
form of panel survey design is needed to study
gross changes. One form of panel survey
selects a sample from a specified cohort and
follows the sample over time as, for example,
is the case with the British 1946 Birth Cohort
Study described in Wadsworth’s paper in this
session. The strength of the cohort design is its
ability to identify the time ordering of the
experiences of the sample members and hence
analyze the relationships of earlier
experiences with later health outcomes. The
results from a cohort design strictly apply
only to those whose life experiences coincide
with the given time period and the conditions
pertaining in that period (e.g., the early years
for the British 1946 birth cohort were ones of
post-war food rationing and no national
health service). However, repeated cohort
studies can address this limitation and
provide valuable cross-cohort analyses. In
Britain, similar national birth cohort studies
were started in 1958 and 1970, and a
millennium cohort recently has been
introduced. A major U.S. birth cohort study —
the National Children’s Survey —currently is
being planned with a focus on the effects of
environmental influences on children’s health
and development. In his paper in this session,
Correa describes the current state of the
planning for this survey, which is expected to
begin in full in late 2006 to early 2007 and will
follow a sample of around 100,000 births
through to early adulthood.

A different type of panel design selects a
representative sample of the total population
and follows that sample over time. This is the
design used in Canada’s National Population
Health Survey, as described by Wolfson and
Rowe in this session. Their paper
demonstrates how longitudinal data from a
panel survey are needed for the kinds of
microsimulation modeling that they conduct
to predict future numbers of frail elderly who
lack the possibility of close family support.



A variant on this design is described by
Ezzati-Rice and Cohen in their paper. The
Medical Care Expenditure Survey (MEPS)
also starts from a representative sample of the
population but follows the sample for a
limited duration of two years. With new
panels being started every year, the design is
what is termed a rotating panel survey design.
An important consideration in choosing a
panel design for the MEPS was to be able to
aggregate medical costs over time, as distinct
from measuring change. (This consideration
also applies to the Survey of Income and
Program Participation.) A rotating panel
design affords a number of analytic
possibilities, such as combining two or more
panels in the analysis for the periods of
overlap. Composite estimation, as used in the

Current Population Survey, also may be
applied to improve the precision of survey
estimates by borrowing strength from data
collected in other panels.

In summary, the papers in this session
bring out the importance of the time
dimension in health survey research. They
illustrate various approaches to incorporating
that dimension into a survey design and the
strengths and limitations of alternative
designs. Panel surveys present a number of
methodological challenges, particularly in
retaining sample members in the panel.
However, panel designs provide the
longitudinal data needed to examine the
precursors of health outcomes and possible
cause-effect relationships. They therefore have
a great deal to offer to health survey research.



FEATURE PAPER:

Life Course Health Research:

The British 1946 National Birth Cohort Study

Michael Wadsworth, University College London

INTRODUCTION

The foremost strength of the life course
design is its information on sequence and
chronology. Its greatest dilemmas are how to
sample appropriately at the outset for future
scientific and policy requirements and how to
know, ahead of time, what information to
collect in order to study, at later times, an
individual’s age-related change.

This paper describes first these dilemmas
and how they have been approached in a
British national life course study that began at
the birth of its sample members in 1946 and
continues still. Then conclusions are drawn
from the experience of this study about the
design and value of future birth cohort studies.

THE BRITISH 1946 NATIONAL BIRTH
COHORT STUDY

The Initial Study

Four questions of both scientific and policy
relevance initiated this investigation
(Wadsworth, 1991). Why had fertility fallen
continuously over the previous 100 years?
What was the cost of birth to the family? What
was the availability and distribution of
specialist obstetric care? What was the uptake
of prenatal care? These were questions of
relevance to planning a national health service,
which began two years later.

Sampling had to represent all regions in
England, Wales, and Scotland, and because
health care professionals were to collect the
data, the period of collection was concentrated
into one week, and all babies born during that
time were included in the sample (N=16,687).
Community nurses collected information from
medical records and through home interviews
with mothers up to eight weeks after the birth.
Nurses collected information on labour and the
delivery from the whole sample, and
information on costs of the birth and on
prenatal dietary supplements was collected
from a random half of the sample. Information

was collected on about 82% of all births in the
chosen week.

Sample Design for the Follow-Up

The follow-up could not include the entire
original sample because of the costs and
limitations of contemporary data handling
methods. Therefore, a sample was taken,
which was designed to maintain geographic
representation and reduce sample size to one-
third. Sample reduction was achieved by
randomly selecting one in four of the largest
SES group (the manual social class) and all of
those in the smallest SES groups (the
nonmanual and agricultural classes), resulting
in a sample of 5,362. The regional distribution
and the clinically unselected and
representative nature of the sampled
population each have proved of great value.
Weighting is used to compensate for the effect
of the sampling procedure.

Data Collection

During the sample members” preschool
years, the scientific questions were concerned
with mortality, growth, development, and
morbidity and their social variation. Policy
questions focused on the value of maintaining
the national network of community nurses
who provided (and still provide) clinical
services to mothers in the early postnatal
period (Figure 1). When sample members were
age 2 years, and again at 4 years, community
nurses extracted information from clinic
records, measured the children, and
interviewed mothers at home to collect
information on family circumstances, and at 4
years, they collected information on the child’s
diet during the previous day.

During the school years, the health science
questions remained essentially the same.
Health policy questions were concerned with
the distribution of ill health and the risks of
exposure to atmospheric pollution from coal



Figure 1. Social and Policy Questions Addressed by the 1946 British Birth Cohort

Years Cohort ages National policy problems addressed

1946 Birth Costs of maternity, reasons for falling fertility, distribution of obstetric patients,
uptake of prenatal care.

1947-1950 1-4 years SES differences in maternal and child mortality and morbidity. Value of community
nurses’ work.

1951-1961 6-15 years Increasing the national level of educational attainment. The “waste of talent
problem.”

1962-1976 16-30 years Outcomes of education in terms of occupational choice and skills. Delinquency.

1976- 30 years onwards  Aging processes, self care of health, receptivity to health promotion.

burning. Educational policy questions were
about the efficacy of the new national system
to select the most able children for entry at 11
years to schools that would prepare them for
university entrance. Social policy questions
were about delinquency and career and
employment selection (Figure 1). These
questions required new methods of data
collection. When the children were ages 7, 8,
11, and 15, school physicians and nurses
measured and examined them and asked
mothers/caregivers about their health, and
reports of hospital admission were checked
with hospital records. National area-based
information on atmospheric pollution from
coal burning was used to assess each child’s
exposure. Teachers gave information about
their schools, about communication with
parents, and about the sampled children’s
attendance at ages 7, 10, 11, 13, and 15.
Teachers also administered tests of cognitive
function and educational attainment to sample
members at ages 8, 11, and 15 (that is, before
and after the nationally-administered tests at
age 11). At ages 13 and 15, teachers assessed
the children’s temperament and behaviour.
Results in national examinations were checked
with awarding authorities. The frequency of
data collection in this period was determined
by rates of developmental change.

In the adult years, the study concentrates
on health. Of scientific concern are the
progression, precursors, and distribution of
physical and cognitive aging, and secondarily,
the precursors and distribution of mortality,
morbidity, disability, and health-related
behaviour. Health policy questions concern
aging; use of health care services; dietary,
smoking, and exercise habits; and alcohol

consumption. Social science questions are
about the precursors of income, employment,
and fertility histories. Social policy questions
are about the returns of education, in terms of
employment, skills, and income (Figure 1). The
study concentrates on specific topic areas
(cardiovascular, respiratory, musculoskeletal,
and mental health, as well as cognitive
function). Health is measured primarily in
terms of function (e.g., blood pressure,
memory) and body shape and size, as well as
morbidity. Case ascertainment is by clinically
validated questions and examination of
hospital records and death certificates. When
sample members were age 53, a source of DNA
was collected. Risk exposure has been
measured by information on diet, smoking,
reports of alcohol consumption, exercise
habits, and home and work circumstances.
Data is collected through at-home visits by
research nurses trained for the study and by
postal questionnaire (Kuh & Hardy, 2003).

Intervals between data collections have
been longer in adulthood because functional
aspects of health in middle life change fairly
slowly, and cost has been a factor as well. In
later life, the intervals between collections will
decrease as events happen more often and
memories become less reliable.

Response

Response was high during the preschool
and school years (89%-95% of those alive,
resident in Britain, and not refusals) because
health and educational professionals collected
the data. Also, since the study covered all
regions, migrants within England, Scotland,
and Wales were not lost to follow-up. Birthday
cards, together with an annual check on



contact details and summaries of work and
publications, help to maintain response, and a
study Web site has been established
(www.nshd.mrc.ac.uk). No incentives have
been offered. The anticipated large increase in
numbers of refusals expected with the
introduction of blood sampling and DNA
source collection at age 53 did not materialise
(the response rate, as defined above, was 83%),
possibly because interest in health is rising as
age increases. Response rates to the seven
annual postal questionnaires on women’s
health (Kuh & Hardy, 2003) and to the two
home visits for a study of first-born offspring
(Wadsworth, 1991) were high (each over 90%),
probably also because of perceived relevance.
Data collections were designed not to
overburden the sample. Although we would
like to measure a wider range of indicators, we
have resisted the temptation to develop a
multipurpose study and restricted our
concerns to particular health topics
(cardiovascular, respiratory, and
musculoskeletal health and cognitive function)
and things that affect them. We concentrate on
age-appropriate topic areas at different visits,
in order to reduce demands on respondents
and to maintain high quality measurement.

Representativeness, Loss to Follow-up, &
Missing Data

Comparison with census data shows the
responding sample at 53 years to be
representative of the married, to under-
represent in varying degrees those in lower
SES groups, those who do not own their
accommodation, men with university level
qualifications, the never married, and
separated or divorced women (Wadsworth et
al., 2003). Avoidable losses by age 53 years are
through refusal (12% of the original 5,362
sample) and inability to trace (6%). Recovery
rates from temporary loss are generally high.
At the most recent data collection (at age 53
years), avoidable loss was greater among those
who in childhood had experienced health
problems, who had low cognitive scores, and
who were disruptive at school. Adult
characteristics of those classified as avoidable
losses by this age included manual SES, low or

no educational and training qualification
attainment, and earlier obesity (Wadsworth et
al., 2003).

Of the 3,035 successfully contacted at age
53, 36% had been successfully contacted at all
the earlier 19 data collections from the whole
sample, and a further 37% had been
successfully contacted at 17 or 18 of the 19
possible contacts. Only 7% had been
successfully contacted at 10 or fewer contacts.
Imputation techniques are being explored to
infer information that is missing (Longford,
Ely, Hardy, & Wadsworth, 2000).

The Scientific Value of the Data

The primary asset of many years of follow-
up is the archive of life course data. That
allows us to show, in particular, how the
childhood endowment of physical and mental
health is strongly associated with the social
and economic environment of fetal
development and early life, and how that
endowment is the beginning of lifetime
trajectories of health and SES (e.g., Jones,
Rodgers, Murray, & Marmot, 1999; Richards,
Hardy, Kuh, & Wadsworth, 2002; de Stavola et
al., 2004). This study also has contributed to
understanding functional change with age in
adulthood and the pathways from childhood
to adult health.

The Policy Value of the Data

In policy terms, the study has investigated
effectiveness of health and education services,
principally through its prospectively collected
data that show health or attainment before and
after interventions and through comparisons
with data from other studies, both longitudinal
and cross-sectional, about children born at
other times who were exposed to other
treatments, environmental and social risks, and
diets (Ely, Richards, Wadsworth, & Elliot, 1999;
Ferri, Bynner, & Wadsworth, 2003; Prynne et
al., 1999). There is additional policy relevance
for the future, in that the study sample
represents the early post-war baby boom that
is soon to become the beginnings of the boom
in those of retirement age. Since we show
continuities and trends in body shape and
health-related behaviour and have mapped
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baselines and changes from them in functional
terms (e.g., in memory, blood pressure and
respiratory function, and soon also in bone
mineralisation and other musculoskeletal
measures), we have a good picture of the state
of health of this cohort as it arrives at the
threshold of later life. Without a representative
sample, the policy value of the study would be
greatly reduced.

NEW BIRTH COHORT STUDY DESIGNS
FOR HEALTH STUDIES

The Sample

The initial opportunity to select the sample
for a proposed long-term follow-up study is a
vital and irrevocable decision and can only
relate to the science of its time. In a very long-
running study, sample decisions can become a
constraint.

Sampling is of people and time. In
sampling individuals for a life course study,
decisions must be made at the outset about
sample size, sample units (e.g., individuals or
families), geographic distribution, and whether
to stratify by clinical and/or sociodemographic
criteria. Those decisions have to be made in
light of the study’s scientific and policy
objectives. Sample size decisions have to take
account of whether relatively low prevalence
conditions are to be studied, as well as
estimates of likely loss through death,
compliance failure, and migration. It may be
appropriate to oversample in some population
and geographical sectors, such as ethnic
minorities or poor rural areas. Sampling of
more than one historical time may be
appropriate for some aims and can offer the
opportunity for natural experiments through
comparison. In Britain, second and third
national birth cohort studies (Ferri et al., 2003)
were initiated originally to determine if the
introduction of the National Health Service
and improvements in health care and
population health were associated with
reduced regional and socioeconomic variation
in perinatal mortality and its associated risks.

Sample size considerations usually are
driven by expected numbers of illness events
and anticipated losses through death,

migration, and refusals. Sample size also may
need to be adequate for gene/environment
interaction analyses. In the 1946 cohort, a
larger population size would have provided
greater numbers of events and allowed us to
study some illnesses of low prevalence, such as
multiple sclerosis. But the price for that would
have been fewer data collections at longer
intervals (because of cost) and a reduction in
data quality (because of the increase in
numbers of data collectors). Data collections in
the two later-born British cohorts that each
follow-up all the births in one week, as
compared to our follow-up of a sample of all
the births in one week, have been much more
widely spaced (Ferri et al., 2003), with a
consequent loss of prospective measures and
greater reliance on memory.

Response & Representativeness

The value of a representative sample for
both scientific and policy purposes is high.

If the sample is based on selected centres,
the study should plan that those migrating
within the country will not be lost to follow-
up. Sample retention methods should be
planned. In the experience of the British 1946
Birth Cohort Study, clear and frequent
feedback of findings in accessible language
helps to maintain sample compliance. It also is
helpful to inform health care and educational
professionals about the study, since sample
members are likely to discuss participation
with them. Further, feedback about test results
and findings about individuals is likely to be
via these professionals.

Selection of Data to Collect

It is useful to consider whether it would be
desirable to measure and differentiate health as
well as illness, since the majority of the
population will be healthy. We have found it
invaluable to measure adult function and its
change (e.g., blood pressure and respiratory
and musculoskeletal function) and
temperament; we wish we had done so in
childhood. We did not, because the science of
the time concentrated on the search for early
signs of disease. The cohort’s childhood
predates measures of temperament and



depression that we would now wish to use.
Also, we wish we had collected and stored
blood and other biological samples in
childhood. It was of great value to study
education as well as health, because they are
interrelated, and because childhood measures
of cognitive function (collected for educational
study purposes) have been of value in the
study of adult cognitive function.

In a longitudinal study, it is necessary to
design current measures for their present value
as outcomes and their future value as
precursors and indicators of positions on
pathways to health later in life. Today we seek
to measure what we judge to be necessary to
continue the database of measures of
functional aging and morbidity, selecting
measures appropriate to that end and in the
hope that they will be of value at later cohort
ages.

A longitudinal health study’s measures
have to be sufficiently fine grained and
repeatable so that change with age and intral’
individual diversity may be accurately
measured. Collecting and coding data to the
finest practicable detail maintains its
usefulness in later times when scientific needs
will be different. So, for instance, we have
collected dietary data by retrospective and
prospective diary methods, including all foods
consumed, rather than frequency of
consumption of selected foods. We have coded
the data both as nutrients and as food sources
(Prynne et al., 1999) and collected blood
analyte data.

The Scientific & Policy Value of a New
Study

Both scientific and policy objectives are
essential, and the study must deliver under
each of these headings if it is to continue.
Although all aspects of these objectives cannot
be described at the outset of the study, there
are some general aspects that should be
decided at that time.

It is important to have a unifying theme.
That may be, for example, a common cause
hypothesis to show the lifetime physical and
mental endowment of health that is established
in prenatal and early postnatal growth, and in

early cognitive function and temperament. It is
relevant to ask whether the data already exist
to address such questions. Preliminary studies
with existing data are usually appropriate
before deciding on the need for a new life
course study. For policy purposes, it is likely to
be valuable to show the SES and geographic
distribution of the mental and physical health
endowment of a sample of children and to
include information on their exposure to
environmental risks.

The sampling design for that kind of
purpose may not be appropriate for a study of
morbidities of all kinds, including those of rare
prevalence. It can be argued that it is not
appropriate to study diseases of rare
prevalence in a prospective long-term follow-
up investigation, because the large numbers
required have adverse consequences for the
frequency of data collection (which is
necessary during the early years) and for the
quality of data collected. In any event, a
probability sample is desirable for both
scientific and policy aims.

CONCLUSIONS

The British experience, like that in some
Scandinavian countries and the U.S., shows
that long-running follow-up studies of health
and social context are sustainable (Elder,
Modell, & Parke, 1993; Ferri et al., 2003;
Friedman et al., 1995; Giele & Elder, 1998;
Laitinen, Pietilainen, Wadsworth, Sovio, &
Jarvelin, 2004).

The large-scale life course studies in Britain
and elsewhere in Europe currently are
considering how to develop and improve
interstudy comparability in order to prepare
for meta-analysis and data pooling that will
enhance their value as a resource for future
gene-environment interaction research. We
hope our American and Canadian colleagues
also will wish to take part in the development
of interstudy comparability.
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FEATURE PAPER:

Planning the National Children’s Study

Adolfo Correa for the Interagency Coordinating Committee of the National Children’s Study’

BACKGROUND

The National Children’s Study (NCS) is a
joint effort of the Department of Health and
Human Services (DHSS) and the U.S.
Environmental Protection Agency (US EPA)
to study environmental influences on
children’s health and development. The NCS
had its origins in the President’s Task Force on
Environmental Health Risks and Safety Risks
to Children, which in 1997 was charged with
the development of strategies to reduce risks
from environmental exposures to children.
The Task Force, co-chaired by the Secretary of
DHHS and the Administrator of US EPA,
concluded that many environmental and
safety risks to children were not clear or
quantified and proposed a longitudinal cohort
study of the effects of environmental
exposures (broadly defined) on the health and
development of children.

In January 2000, the Developmental
Disorders Work Group of the Task Force
convened an expert panel to provide advice
regarding the Task Force’s proposal. The
panel considered the experiences of a number
of experts from past or ongoing major
longitudinal studies and discussed the
feasibility of embarking on such a large
national study. The panel’s discussions
resulted in a strong endorsement of the
proposed study and a number of
recommendations:

(1) Specific hypotheses should be developed
and applied.

(2) Families should be included along with
index children.

* A. M. Branum (CDC), G. W. Collman (NIEHS), A.
Correa (CDC), S. A. Keim (NICHD), W. Kessel (DHHS),
C. A. Kimmel (US EPA), M. A. Klebanoff (NICHD),
(NIEHS), P. Mendola (US EPA), S. Newton (NIEHS), J.
Quackenboss (US EPA), S. G. Selevan (US EPA), P. C.
Scheidt (NICHD), K. Schoendorf (CDC), M. Yeargin-
Allsopp (CDC).

(3) Planning must address ethical issues of
collection, storage, and distribution of
information, including biologic specimens,
genetic material, and environmental
samples.

(4) The study should be a collaborative effort
among many Federal agencies.

(5) Modern information technology and bio(’
analytic and environmental monitoring
techniques should be incorporated.

(6) New funds would have to be appropriated
from Congress to carry out the study.

The panel’s final message was to think boldly
in the planning for such a study.

Planning for the NCS was mandated by
the Children’s Health Act of 2000, which
authorized the National Institute of Child
Health and Human Development (NICHD)
“to conduct a national longitudinal study of
environmental influences (including physical,
chemical, biological, and psychosocial) on
children’s health and development.” It
instructed the Director of the NICHD to
“establish a consortium of representatives
from appropriate Federal agencies (including
the Centers for Disease Control and
Prevention, and the Environmental Protection
Agency) to 1) plan, develop, and implement a
prospective cohort study from birth to
adulthood to evaluate the effect of both
chronic and intermittent exposures on child
health and human development; and 2)
investigate basic mechanisms of
developmental disorders and environmental
factors, both risk and protective that influence
health and developmental processes.”

To lead the planning and implementation
of the study, staff and funds have been
allocated by the NICHD, the National
Institute for Environmental Health Sciences
(NIEHS), and the Centers for Disease Control
and Prevention (CDC), all in DHHS, and by
the Office of Research and Development of the
U.S. Environmental Protection Agency (EPA).
Investigators from each of these four lead



entities serve on an Interagency Coordinating
Committee (ICC) that has further developed
the conceptual framework for the study, as
well as an administrative structure and
process for planning the study.

CONCEPTUAL FRAMEWORK
The rationale for the NCS stems from
several observations:

(1) Exposures to some environmental agents
(e.g., alcohol, lead) in utero and
postnatally have been associated with
serious developmental effects.

(2) Children experience frequent low-level
exposures to a number of agents (e.g.,
pesticides, plasticizers) whose chronic or
cumulative effects remain unknown.

(3) Existing studies are limited in size and
scope.

(4) There is a need for studies to identify
effects or assure effects from exposures to
environmental agents.

(5) The optimal design to evaluate the
relationships between multiple exposures
and multiple outcomes is the longitudinal
design.

Planning efforts for the NCS are based on
the following principles.

(1) The NCS will be a high-quality
longitudinal study of children, their
families, and their environment.

(2) It will be national in scope.

(3) It will define “environment” broadly to
include chemical, physical, behavioral,
social, and cultural factors.

(4) It will study a range of common
environmental exposures and less
common outcomes.

(5) It will evaluate the relationship between
environment and gene expression.

(6) It will use state-of-the-art technology for
tracking, conducting measurements, and
data management.

(7) It will involve a consortium of multiple
agencies and extensive public-private
partnerships.

(8) Finally the NCS will become a national
resource for future studies.
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Inclusion of other family members is
desirable to facilitate studies of gene-
environment interaction and the social
environment. A total sample resulting in
approximately 100,000 children has been
proposed with follow-up to 21 years of age.

ADMINISTRATIVE STRUCTURE

The administrative structure for planning
the NCS consists of the following
organizational components:

(1) The NICHD Director, responsible for
overall guidance and strategic decisions;

(2) The ICC, responsible for strategic
planning and operational decisions;

(3) The Program Office at NICHD,
responsible for day-to-day operations,
administration of pilot studies, and
protocol development;

(4) A Federal Advisory Committee, chartered
under the Federal Advisory Committee
Act, that manages the working groups and
provides advice;

(5) Working Groups (n=22), comprised of
federal and non-federal scientists
(approximately 300), charged with
development of potential hypotheses and
proposals for measures and consultation;

(6) Federal consortium of agencies, comprised
of representatives of federal agencies
providing strategic guidance; and

(7) The Study Assembly, which includes all
interested parties, meets periodically to
receive updates on study planning, and
provides a forum in which to discuss
issues related to the study.

PRIORITY OUTCOMES AND EXPOSURES
Planning activities have identified a set of
priority outcomes and exposure factors for
inclusion in the NCS. Priority outcomes include
undesirable outcomes of pregnancy,
neurobehavioral development, injuries,
asthma, obesity, and physical development.
Anticipated outcome measures include fetal
growth and outcomes of pregnancy; birth
defects and newborn examinations; growth
and physical development (e.g., weight,
height, obesity, pubertal development);



information on medical conditions and history
of illnesses (e.g., asthma, injuries); cognitive
and emotional development; and mental,
behavioral, and other developmental
conditions.

Priority exposures and other factors include
physical environment, chemical exposures,
biological environment, psychosocial

exposures, and genetics. Anticipated exposure
measures include environmental samples of
air, water, soil, and dust; biomarkers of
exposures and genetic factors in blood, breast
milk, hair, tissue, and urine; interview and
history data on occupation, dietary intake, use
of medications, supplements, and herbals; and
information on housing and living

Table 1. Completed Methods Development/Pilot Studies for the National Children’s Study

Design Issues

Literature review of cohort studies (Lewin Group, 2000)

Systematic review of potential hypotheses

Methods of eliciting community involvement, subject recruitment, and retention
Feasibility of using primary care practices for the NCS

A systematic analysis of possible sampling strategies (Westat, 2002)

Exposure Issues

Alternative exposure measurement design

—  Predictors of exposure (questionnaire analyses)

— Analysis of temporal variability

—  Efficient exposure measurement design

Methods studies (Sampling, Analytical)

—  Long-term integrated sampler (SPMD); simple rapid methods for SPMD

—  Literature review for integrated samplers

—  Evaluation of disposable diapers for measuring pesticide metabolites in urine

Low-cost, low-burden exposure monitoring strategies

—  Recruiting and retaining participants

—  Self-completed sampling, online questionnaire completion

Exposures and health of farm workers’ children in California

—  Monitor pesticide exposures for 24-month-old children via air, dust, surface/toy, food, breast milk, urine samples
—  Identify pathways, predictors, and algorithms

Evaluation of exposure assessment methods and approaches (White paper — Chemical Exposures Working Group)

Health-Related Issues

Noninvasive collection methods and storage of samples for genetic testing

—  Hair, nail, buccal swab DNA, validated with blood DNA

Biomarkers for assessing potential sensitivity of children

—  Sensitivity to DNA-damaging agents

—  Surrogate tissues for genomic analysis of exposures and future disease states
Developmental neurotoxicity

—  Develop a practical field-ready test system for neurobehavioral assessment

—  Related animal model

Childhood injuries

—  Validity and reliability of parental reports

Cross-Cutting Issues

Review of new and emerging technologies applicable to the NCS

—  Collection of health data, questionnaires, exposure information
Database of biomarkers for children’s environmental health research
—  Focus on asthma, pediatric cancer, injury, and neurodevelopment
—  Focus on air pollutants, pesticides, “exposure”
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characteristics, family and social experiences,
and neighborhood and community
characteristics.

Since no single hypothesis or research
question can possibly reflect the intent of the
Children’s Health Act of 2000, and since
hypotheses are necessary for framing the core
protocol prioritizing measures and other
costly elements of the study, criteria were
developed for the purpose of selecting a set of
core hypotheses. These criteria are (1)
importance for child health and development
(i.e., prevalence, severity, morbidity,
mortality, disability, cost); (2) reasonable
scientific rationale; (3) require a large sample
size (~100,000); and (4) require longitudinal
follow-up. Some example hypotheses by
priority outcome are

e Undesirable outcomes of pregnancy:
Infection and mediators of inflammation
during pregnancy are major causal factors
associated with preterm birth.

¢ Neurobehavioral development: Low-level
pesticide exposure in utero is associated
with impaired neurobehavioral and
cognitive performance.

e Injury: Repeated head trauma without
anatomic damage is a causal factor for
cumulative adverse effects on
neurocognitive development.

e Asthma: Experience with early bacterial
and microbial exposures is associated with
asthma (hygiene hypothesis).

e Obesity and physical development:
Impaired glucose metabolism in
pregnancy is associated with obesity and
altered physical development (e.g., timing
and progression of puberty).

PILOT STUDIES & WORKSHOPS

Methods development and pilot studies
have been and are being conducted to assist in
the development of the core protocol. Early in
fiscal year 2000, these studies were initiated
by the lead agencies and addressed general
questions about exposures and outcome
measures, as well as technology related to
information gathering. Since then, several
methods development/pilot studies have
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been initiated and completed on study design,
exposure, health-related, and cross-cutting
issues (Table 1).

In addition, workshops have been planned
to address general measures expected to be
included in the NCS. Table 2 lists completed
and planned workshops. Products from these
workshops include reports and white papers.

The choice of sampling design will need to
take into account a number of complex issues,
such as the following;:

e Should the cohort be representative (i.e.,
probability-based sample)?

e Should women be enrolled before
pregnancy or early in pregnancy?

e Should certain subpopulations (e.g.,
agricultural, industrial, economically
disadvantaged) be oversampled?

e Which sampling design (e.g., center vs.
home-based) enables the collection of
reliable and accurate measurements based
on physical examinations (e.g., prenatal
glucose levels, fetal growth and
development, neurodevelopment) or of
biological specimens (e.g., placenta)?

e  Which sampling design will ensure
optimal recruitment, response, and
retention rates?

e Which sampling design will ensure that a
sufficient range of exposures and
proportions of outcomes are represented
in the cohort?

A workshop to consider various sampling
approaches, including hybrid approaches,
was held in March 2004. It brought together a
panel of expert statisticians and
epidemiologists to discuss various sampling
approaches and will result in a report on
leading sampling strategies.

Future pilot studies for the NCS will
consist of the feasibility of the leading
sampling strategies, reviews of the literature,
state of the science, available instruments and
measures, lessons learned from other studies
(e.g., Children’s Environmental Health
Centers), pilot of specific measures, and pilot
of the full protocol at vanguard centers.



Table 2. Workshops Completed and Planned
for the National Children’s Study

Completed
e  Community engagement

e Fetal and neonatal growth and development
assessment methods

e Medicine exposure: collection, coding, and
classification

¢ International consultation on longitudinal cohort
studies

¢ Innovative technologies for remote collection of data
for the NCS

e Ethical issues in longitudinal pediatric studies:
“Looking back, thinking forward”

e Assessing the incidence and outcomes of mild
traumatic brain injury

e Placental measurements

e Psychosocial stress and pregnancy and the infant
e Physical activity

e Herbals and dietary supplements

e Effects of the media

Planned

e Impact of rural environment

e  Sampling design

e Measures of social environment

e  Growth and development

o Day-specific probabilities of pregnancy

e Questionnaires and diary-based methods for the
early assessment of asthma-related health
outcomes

e  Gene expression and behavior

e Measurement of maternal and fetal infection and
inflammatory response

e Assessing dietary intakes and patterns in women
and young children

e Measures for health care processes and outcomes

CURRENT & FUTURE ACTIVITIES

In addition to the planning and conduct of
pilot studies and workshops, a major focus of
current planning activities is the development
of the core protocol by the NCS Program
Office staff. With respect to future activities, it
is anticipated that the initial centers and pilot
testing of the core protocol will occur in late
2005 or in early 2006, the full study will start
in late 2006 or early 2007, and follow-up will
be for at least 21 years, with the first
preliminary results available from pregnancy
in 2009-2010.
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A number of issues related to children’s
health have gained increasing importance in
the past decade in the public health and risk
assessment communities. These issues include
the following:

e What is the role of environmental factors,
including diet, in children’s health and
development?

e Does exposure to particular
environmental agents increase the burden
of disease in children?

e What are the effects of aggregate
exposures to a chemical or to cumulative
exposures to mixtures?

e Are there long-term effects from early
exposures of children to environmental
factors (e.g., asthma, obesity, diabetes,
cardiovascular diseases, or neurological
diseases)?

e What genetic factors alter the
susceptibility of children to the effects of
environmental agents?

e What are the differences in response to
environmental exposures and
susceptibility by age or life stage?

e Are there disparities in children’s health
due to race/ethnicity, poverty, housing,
income?

It is anticipated that the NCS will provide
the information to address these issues. The
NCS also is expected to provide the following;:
e Data to determine harmful, harmless, or
beneficial effects of exposures;
¢ A longitudinal framework for determining
risk factors for a number of diseases and
conditions of children;

e Information on how multiple exposures
interact to result in multiple outcomes;

¢ Information on the role of gene expression
in the effects from environmental factors;

e Identification of early life factors that
contribute to many adult conditions; and

e A national resource of stored biological
and environmental samples and extensive
interview data to answer future questions
for decades to come.



Additional information on the NCS can be REFERENCE
obtained by visiting the NCS Web site The National Children’s Study Interagency

(http:/ /NationalChildrensStudy.gov), joining CoF)rdinating Committe.e. (2003). The National
Children’s Study of environmental effects on

the listserv for news and communication, or ) .
b 1 @mail.nih child health and development. Environmental
y e-mail (nes@mail nih.gov). Health Perspectives, 111(4), 642-646.
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FEATURE PAPER: Disability and Informal Support: Prospects for

Canada
Michael Wolfson and Geoff Rowe, Statistics Canada

INTRODUCTION Figure 1. State Space and Longitudinal Micro

Population aging in Canada and other Data Sample Generated by a LifePaths
countries continues to raise questions regarding Simulation
who will provide care for an increasing number population [ personj+i
of frail elderly. Broadly, there are two main sample pem"lj —
types: informal care most often from close [ chiid 1
relatives and formal care provided through NLpﬁ:';:’;se
government programs. The expected demand state Fertility
for publicly funded care will depend in part on %% Education
the availability of informal care. The objective Labour Market
of this analysis is to project the need for and Disability —
supply of close family support for Canada’s Institutionalization
elderly over the next two decades.! e ote —

These projections require extrapolations time,age ——>
based on historical trends in a range of key
demographic events, such as marriage and
fertility, as well as the relationships like that OVERVIEW OF LIFEPATHS STRUCTURE
between education and fertility, to take account LifePaths? is a computer simulation model
of underlying trends, such as increasing levels of that produces, with each run, a representative
educational attainment. As a result, the methods microcosm of the Canadian population. It is
used for this analysis are based on computer microanalytic — the basic units of observation are
simulation, in particular, the Statistics Canada individuals —and is focused on microlevel
LifePaths model. dynamics —how individuals move among

In the following sections, we first sketch the various mixtures of socioeconomic states over
basic concepts of microsimulation as their life courses.
implemented in the LifePaths model. The Empirically, LifePaths is metasynthetic —
following section describes the analysis of the drawing upon multiple data sets, covering
longitudinal National Population Health Survey diverse subject matters, and using each in order
(NPHS) used to estimate transitions among to assemble the best possible overall estimate of
disability states. These statistical descriptions of the information of interest.3
disability dynamics were then built into the The basic unit of analysis in LifePaths is an
LifePaths model and used with demographic individual life history, as Figure 1 shows. The
projections to explore the likely future joint “state space” of attributes or individual
prevalence of disability and availability of characteristics is shown along the vertical axis,
informal family support. with age and calendar time along the horizontal.

The third axis indicates a representative sample
of individuals in the population of interest. These
are not all unrelated individuals; rather, they are
juxtaposed to show that family structure also is

Earlier versions of this paper were presented at the included.
International Conference on Health Policy Research,
October 2003, and the United Nations Statistical Division,

January 2004, and have benefited from the comments 2 More details on LifePaths are available at

and discussion that ensued. A fuller version of this paper www.statcan.ca/english/spsd/LifePaths.htm.

is available on request. The authors remain responsible % The term “metasynthesis” is used in contrast to the

for any errors or infelicities. epidemiological term “meta-analysis,” which refers to the
"These projections are being undertaken in a research combination of results from a number of data sets, all of
mode and are not official projections of Statistics Canada. which pertain to the same question.
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Figure 2. Overlapping Birth Cohorts with
Heterogeneous Members
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Given these microlevel life histories as the
basic building blocks, LifePaths assembles large
representative samples of individuals grouped
into nuclear families in a sequence of
overlapping birth cohorts (Figure 2). Each
“layer” in the diagram represents one birth
cohort, while the sequence of layers represents
successive birth cohorts. A typical population
pyramid showing age structure by sex at a point
in time corresponds to a vertical slice through the
overlapping birth cohorts along the line for
“today.” 4

LifePaths essentially creates a large sample of
representative individual life histories, where the
individuals have been born throughout the 20t
century in accord with historical population data.
The historical reconstruction and projection
processes proceed by data synthesis using
longitudinal microsimulation: Each individual’s
life history is synthesized, starting at birth and
then recursively generating the events and
characteristics shown along the vertical axis of
Figure 1 until death. Then another family of
individuals is synthetically generated, and again,
and again, until a very large sample (e.g.
1,000,000) is generated. The result is our “fitted”
population microcosm (for years prior to
“today”), plus microlevel extrapolations of each
life history beyond “today” (if still alive) over
coming decades. The result is a very large
longitudinal sample of synthesized individuals
that reproduces a diversity of observed data,
such as population characteristics from censuses

4 Although the diagram implies that time is discrete,
LifePaths represents and models all events in continuous
time.

and mortality and fertility rates dating back to
about 1900, age- and sex-specific
employment/population ratios since the 1970s,
and 1990s disaggregated disability prevalences.

BASIC DYNAMICS

Underlying a LifePaths simulation is a
detailed set of empirically based state transition
dynamics. In this analysis, essentially all of the
characteristics are categorical or discrete (e.g.,
marital status and disability level). As a result,
dynamics are represented by transition
probabilities. The first main group of transitions
relates to sociodemographic status: nuptiality,
fertility, and educational attainment.

For example, the nuptiality transitions
explicitly modeled are shown in Figure 3. The
different states are given by the boxes, while the
arrows indicate the possible transitions. For each
arrow, there is an empirically estimated
transition probability, which in turn is a function
of time-varying covariates. The transition
probability functions have been estimated
initially from survey data and then (where
possible) adjusted so that LifePaths as a whole
will reproduce the distribution of families by
marital status observed in Canada’s 1996
population census.

DISABILITY STATES

The second main group of transition
probabilities is for disability and
institutionalization. Due to limited data
availability, these transitions are not as robust as
those for the sociodemographic transitions.
Reasonable disability data are available mainly
from the 1990s. In particular, the NPHS (Statistics
Canada, 1998) provides longitudinal data from
1994 to 2000, as well as cross-sectional
prevalences. The NPHS covers both the
household population and those in institutions,
and the survey included several measures of
disability. As a result, the NPHS has provided
the basis for both prevalence distributions of
disability by level of severity and microlevel
estimates of transition dynamics.

Following Carriére et al. (2003), we have
defined disability in terms of the characteristics
most likely to be associated with the need for
assistance in performing everyday activities,
concentrating on four activities: everyday
housework, grocery shopping, meal preparation,



Figure 3. Nuptiality States and Transitions
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and personal care. In turn, these activities were
posited to depend primarily on the following
kinds of disabilities or impairments: mobility,
dexterity, cognitive capacity, and pain, each of
which is a specific subscale of the McMaster
Health Utility Index Mark 3 (HUI3;
Grootendorst, Feeney, & Furlong, 1999). Five
levels of severity of disability were defined, as
shown in Table 1, where the level assigned to an
individual corresponds to the most severe item
in his profile

ANALYZING DISABILITY STATE
TRANSITIONS

Transition probabilities for movements
between each possible combination of these
disability states were estimated using
longitudinal NPHS data spanning the 1994, 1996,
1998, and 2000 cycles of the survey.

The choice of specification for the statistical
analysis is driven in part by the nature of the
LifePaths modeling architecture, which is very
open and invites possibly richer specifications
than would be typical in epidemiological or other
statistical work. In these latter contexts, the focus
is usually on whether a given covariate is
statistically significant with regard to some
outcome, and if so, the direction and relative
magnitude of the influence. In this case, we are
using a simulation model to integrate results
from a range of empirical analyses, so there is no
penalty for being expansive in the specifications.
Moreover, LifePaths” architecture, in particular

its continuous time, discrete event, explicit
competing risks, non-parametric character invites
as detailed a statistical description of disability
dynamics as the available data allow and suggest
is warranted.

To account for the ordinal character of the
disability states, we assume the underlying
process has a phase-like structure (Aalen, 1995;
Aalen & Gjessing, 2001): a process in which
individuals make repeated transitions up or
down in a health status continuum. Thus, we
take the observable features of the process to be
whether an individual’s health has improved or
deteriorated between one interview and the next.

LifePaths directly implements the notion of
competing risks. An individual in an
intermediate disability state might improve her
health status, or her disability may worsen, for
example. LifePaths reflects such competing risks
by drawing two waiting times: one for an
improvement, and one for a deterioration. The
event actually simulated to occur is the one with
the shorter waiting time.

To allow for transition probabilities varying
not only with the current disability state but also
with the individual’s prior disability trajectory,
the estimation draws on both lagged and current
disability status. With four waves of the panel
survey data, we can evaluate transitions between
times ‘t+1” and ‘t+2" conditional on disability
status at times ‘t" and “t+1’, as well as evaluating
transitions between times ‘t+2" and “t+3’
conditional on disability status at times ‘t+1” and
‘t+2’. As a result, most of these transition

Table 1. Definition of Disability States

No disability

Mild disability

— Mobility problem but does not need any help

— Dexterity problem but does not need any help nor
special equipment

— Somewhat forgetful & little difficulty in thinking

— Moderate &/or severe pain prevents performing some or
few activities

Moderate disability

— Requires wheelchair or mechanical support to walk

— Dexterity problem & needs help to perform some tasks
— Very forgetful & a lot of difficulty in thinking

— Severe pain prevents performing most activities

Severe disability

— Cannot walk or needs help from others to walk

— Dexterity problem & needs help for most or all tasks
— Unable to remember or think

e Living in an institution




“triples” will be in pairs, with two (overlapping)
triples collected from the same respondent. Thus,
person-specific terms are added to the equations
to account for the correlation between
observations drawn from the same respondent.
These terms represent otherwise unobserved
person-specific factors and, as such, reflect the
effects of (some) omitted variables.

We used the SAS procedure NLMIXED for
our estimation, which permits specification of a
conditional Poisson probability for binary
transition events (i.e., y: representing either
improvement or deterioration in health) jointly
with an unobserved person-specific Gaussian
random effect b. In the following expressions, ‘i’
denotes a respondent and ‘t’ a time-period. PYj;
represents approximate person-years-at-risk (i.e.,
the two years between interviews for
respondents who experienced no ‘event’ and one
year for respondents who reported either
improvement or deterioration in health at the
second interview, assuming for simplicity that
any events occurred midway between sample
interviews).

Yie = P}]iﬁt exp( i.r:B +o bi)+gi.t

p(.yi,l | PY[,I’Xi,Nﬂ’o-): Jp<yi,t ‘ PY[,I"Xi,I’ﬂ’O-’bi)p(bi) db,
where y,, | PY,,,X,,,,0,b, ~ Poisson(PY[Y, exp(X,Jﬂ + 0 b, ))

and b, ~ Gaussian(0,0'z)

Explicit estimates of b; can be obtained given
multiple observations from most respondents.
Such estimates resemble averaged respondent-
specific residuals and so must be determined
simultaneously with the fixed regression
parameters. Parameter estimation is carried out
by maximizing a marginal likelihood obtained by
integrating the b;’s out of the expression.

We estimated separate equations for each
initial disability state. We also incorporated an
explicit variance equation (making the logarithm
of the standard deviation be a linear function of
covariates):

0, = exp(Z 10)
and by adding the terms Z; and 0 to the
likelihood. The variance equation may be
interpreted as identifying factors associated with
heterogeneity within the population.

The NPHS uses a multistage survey design,
meaning there is no simple formula that can be
used to estimate variances. Instead, bootstrap
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survey weights are provided as part of the NPHS
to permit variance estimation of most statistics of
interest (Yeo, Mantel, & Lie, 1999). Cross-
validation was used for evaluating different
possible specifications for the hazard regressions,
by directly assessing the prediction error of each
fitted equation. The available sample was split,
and one part used to fit the equation (model
construction), while the other part was used for
an assessment of predictions (model validation;
Picard & Cook, 1984). This was straightforward
given the availability of the 500 bootstrap sample
weights. (Each bootstrap subsample randomly
excluded some respondents, assigning them a
weight of zero.) Each regression was estimated
500 times, and each time predictions were made
for the portion of the sample whose weights were
zero (i.e., not used in the regression). As a result,
500 goodness of prediction statistics were
generated for each equation, and the choice
among competing equation specifications
generally was based on the median prediction
statistic.

The implementation in the LifePaths model
of the disability status transition equations
involved the following steps:

(1) At birth, each simulated individual is
deemed to have no disability.

Persons born outside of Canada (predestined
to become immigrants) are not subject to
mortality or to disability transitions until
they arrive in Canada.

Each simulated individual is assigned a
single random number at birth that will
correspond to the random terms (b’s) in the
estimated equations (drawn from a Gaussian
distribution with a mean of 0.0 and a
variance of 1.0 and remaining fixed
throughout an individual’s life).

The magnitude of the influence that the
random terms have is determined by the
estimated terms in the variance equation (i.e.,
a function of the simulated individual’s
current disability state, education level,
marital status, and immigration status).

As each simulated individual progresses
through life, the chances of a disability
improvement or deterioration are
determined by current age and disability
state, disability state 24 months previously,

)

3)

4)

®)



©)

)

(®)

time-varying covariates (e.g., age), and the
fixed random term assigned at birth.

Each time one of the right-hand-side
variables changes (and at least once every
month when the lagged disability state is
updated), a random waiting time to disability
improvement and a competing random
waiting time to disability deterioration are
generated. If either is less than a month, the
corresponding disability status transition will
occur at the scheduled time (unless an
intervening event occurs first that changes
another of the right-hand-side variables).
Given ‘Severe Disability” as the current
simulated disability state, a transition
involving deterioration of health is taken to
imply ‘Institutionalized.’

LifePaths contains separate, average baseline
mortality schedules for each sex and for each
cohort born after 1871 (projected into the
future as necessary). Age-sex specific relative
risks of mortality (estimated from NPHS
data) for each disability status grouping also
were introduced to reflect the relatively low
mortality risks experienced by those with no
disability compared to the relatively high

mortality risks experienced by the severely
disabled or the institutionalized.

These modules have been validated by a
range of detailed comparisons with historical
census, NPHS disability, and other data.

MAIN RESULTS

Table 2 presents the results on the current
prevalence of disability and counts based on one
scenario projected to 2021. The first set of
columns shows the numbers of individuals
estimated for 2001 in Canada by age group and
disability status. For example, among the 65-69
age group, about 17% were moderately or
severely disabled or institutionalized (about
190,000 of 1.1 million), rising to about 27% in the
75-79 group and to almost 43% in the 90+ group.

The second set of columns shows one set of
projected changes in counts between 2001 and
2021. The number of persons age 65+ would
grow by about 2.6 million by 2021; the numbers
with moderate/severe disability or
institutionalized grow by about 770,000. In other
words, over two-thirds of the added numbers of
seniors could well be either mildly disabled or
(more likely) not disabled at all.

Table 2. Population Counts by Age Group and Disability Level, Both Sexes (in thousands) /

COUNTS, 2001 CHANGES IN COUNTS, 2001 TO 2021
Level of Disability Level of Disability

5-Year Age Severe or Severe or

Group None Mild Moderate Institution  All None Mild Moderate  Institution All
65 716 188 93 96 1,093 626 182 85 110 1,003
70 553 189 98 112 953 383 117 74 100 675
75 401 155 90 118 764 164 71 41 77 352
80 230 103 62 90 485 75 44 26 62 206
85 110 59 36 57 262 58 28 23 55 164
90+ 61 35 22 50 168 67 46 32 95 241
Ages 65+ 2,073 728 401 523 3,725 1,374 488 282 498 2,642

Table 3. Projected Changes in Prevalences of Close Family Members by Age Group (in thousands) /

COUNTS, 2001 CHANGES IN COUNTS, 2001 to 2021

5-Year Age SpOL:\\lS(()e, no Spouse Spouse & Children spo:ls?e, no Spouse Spouse & Children

Group children only children only All children only children only All
65 88 929 623 284 1,093 143 186 392 282 1,003
70 91 79 470 312 953 86 110 270 210 675
75 85 58 298 323 764 47 47 136 123 352
80 71 24 133 257 485 19 20 75 92 206
85 52 11 48 151 262 5 6 38 115 164
90+ 44 5 12 107 168 28 5 29 178 241

19



Table 4. Projected Changes in Joint Prevalences of Moderate or Severe Disability or
Institutionalization and Presence of Family* (in thousands)

COUNTS, 2001 CHANGES IN COUNTS, 2001 to 2021

At least At least At least At least
5-Year Not or moderately moderately Not or moderately moderately
Age mildly disabled & disabled & no mildly disabled & disabled & no
Group disabled family available family available All disabled family available family available All
65 904 174 15 1,093 808 169 26 1,003
70 742 192 18 953 501 153 22 675
75 556 186 22 764 234 101 17 352
80 333 131 21 485 119 76 11 206
85 169 73 19 262 86 73 5 164
90+ 96 52 20 168 114 111 16 241

* “Family” is here defined as a spouse or (adult) child.

A basic concern with any projected increase
in the numbers of disabled elderly like that
shown in Table 2 is the pool of close family
members who might be available to provide
informal support. Table 3 shows corresponding
projections of the numbers of elderly with and
without spouse, adult children, and with
neither.

In 2001, the proportions of those who had no
spouse or children alive ranged from under 10%
in the 65-69 age group to just over 25% in the
90+ group. Of the increase of about one million
individuals age 65-69 shown for 2021, almost
15% would be without spouse or children, while
in the 90+ age range, this would be just over
10%. Thus, notwithstanding the “baby bust”
fertility rate decline after the mid 1960s and the
sharp increase in the divorce rate after the late
1960s, in this scenario we do not see a growing
proportion of the oldest old who have no close
family in 2021. The main reason is not the
unimportance of these major demographic
changes but rather the fact that they will not
have their greatest impacts until later decades.

Table 4 puts the two perspectives together to
indicate the numbers of individuals who could
be both at least moderately disabled and
without close family members who might
provide informal care.! Over 90% of those age

' This is a lower bound on the numbers of “needy”
elderly because we have not taken any account of
whether the adult children live nearby nor whether the
child or spouse is in sufficiently good health that he or
she could in fact provide support.
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65-69 are not moderately or severely disabled or
institutionalized in 2001 (based on the specific
definition of disability that has been used). This
proportion falls with higher age, so that in the
75-84 age group, the proportion is about two-
thirds, and in the 90+ age range it is about 57%.

Among those at least moderately disabled in
2001, over 90% in the 65-74 age range at least
had the potential of calling on a spouse or child
for informal care and support. This proportion
falls to about 72% in the 90+ age range. Overall,
the vast majority of Canadians age 65+ in 2001
either was not seriously disabled or had living
close family relatives.

The right half of Table 4 shows one scenario
for projected changes in these counts for 2021.
The population age 65+ with at least moderate
disability and no close family members is shown
growing by about 100,000, out of a total growth
in the population age 65+ of more than 2.6
million.

CAVEAT: SOURCES OF UNCERTAINTY
The results just presented draw on a very
large data synthesis exercise, including the
specific analysis of disability dynamics from
Canada’s National Population Health Survey.
All of the underlying data embody errors of
various sorts, including both sampling and non-
sampling error in individual data sets, as well as
possibilities of bias in the causal stories that
have been elicited from the data due to missing
variables. They also depend on many
assumptions, including the functional forms for
various statistical relationships that have been



fitted to the data and the way they have been
assembled into the larger whole that is the
LifePaths model.

We have taken a number of steps to
ameliorate concerns about the robustness and
reliability of the presented results. Sufficiently
large samples have been generated in each
simulation so that Monte Carlo error is
negligible. For the disability dynamics, systems
of equations have been used, disaggregating
where the data or other evidence suggests it is
appropriate, and alternative specifications have
been assessed using cross validation. Generally,
simulation results also have been compared and,
if necessary, “aligned” so that results fit the
historical data as well as possible.

Nevertheless, there is a rather pervasive
assumption of “conditional independence”
underlying these results. For example, the
demographic dynamics have been estimated
largely without accounting for disability status,
mainly due to data limitations. It is plausible
that individuals with congenital disabilities are
less likely to marry and have children; this has
not been taken into account here. Judging from
Table 2, though, the numbers of such cases are
likely small relative to the counts that have been
the focus of discussion. And in the case of
disability dynamics, marital status data, for
example, were available and included among
the candidate covariates.

The other major source of uncertainty
derives from the fact that the key estimates are
projections, where errors are intrinsically
unknowable. In particular, given the novelty of
the disability analysis and the still unresolved
debate in the broader health literature as to
whether population aging is being accompanied
by a “compression of morbidity” (Fries, 1980),
disability dynamics is likely the area of greatest
uncertainty in the projections. Other factors are
also important, such as assumptions about
fertility, migration, and mortality rates.
However, for this analysis, it is clear that fertility
rates are not of direct import, because all those
who will be 65+ in 2021 are alive today and
probably have had all the children they are
going to have. Immigration rates could be
important over the next two decades, but this is
likely of second order importance. Mortality
rates are certainly important, and sensitivity to
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these assumptions will be discussed in a
moment. Similarly, projections of union
formation and dissolution rates have
considerable uncertainty, particularly with the
growing importance of common-law unions. But
given the relative counts of individuals
projected to be at least moderately disabled and
to have close family members, disability is likely
to be the more important factor.

As a result, the sensitivity of the results in
Table 4 has been assessed by constructing two
alternative scenarios for disability dynamics:
one a compression of morbidity where disability
dynamics is posited to be delayed five years,
and the other an expansion where disability
dynamics are advanced five years. The main
results are quite sensitive to these alternative
assumptions, though we have no good basis for
judging whether this assumed range is
plausible — consistent time series data on
disability in Canada are unavailable for long-
term trends.

Comparing these scenarios generates a
range of about 500,000 in the size of the 65+
population in 2021, a change of about 9% up or
down in the increase in the population age 65+
by 2021. (Recall that mortality rates depend on
disability as well as age and sex.) Further, the
scenarios suggests that the projected increase of
27% in the numbers of elderly at least
moderately disabled in 2021 could range from
17% to 37%.

SUMMARY AND CONCLUSIONS

A growing concern in societies with aging
populations is who will provide care for the frail
or sick elderly. Much of the care for these
individuals to date has been informal, relying
substantially on friends and family. With the
decline in fertility rates and increased rates of
marriage dissolution, however, future elderly
could have fewer close family members
available to provide informal support. On the
other hand, declining mortality rates would
suggest that future elderly will be more likely to
have surviving children and spouses. An
important question is the expected numbers of
frail elderly without close family who could
provide informal support and hence the relative
magnitudes of these trends.



We have drawn on a range of highly
multivariate longitudinal microdata sets and
microsimulation modeling embodied in
Statistics Canada’s LifePaths model to estimate
and project the joint patterns of disability levels
and potential availability of informal support for
a representative sample of individuals’ life
cycles to 2021. LifePaths incorporates detailed
and pre-existing work on a range of factors,
including educational and demographic
transitions. In this analysis, we added a
disability state transition submodel where a
nonlinear function of age, educational
attainment, living arrangements, age at
immigration, and recent disability history, as
well as unobserved person-specific factors, all
were statistically important. The statistical
specification represented competing hazards of
progressive deterioration or improvement in
health, including institutionalization and death.

Overall, Canada’s population age 65 and
over is projected to grow by about 2.6 million
from 2001 to 2021, based on a middle scenario.
The number of these individuals with at least
moderate disability is projected almost to
double, from about 925,000 to about 1.7 million.
In proportionate terms, however, the growth in
the prevalence of disability could be much
smaller, increasing among the 65+ population
from about 25 to 27%. Sensitivity analysis
suggests a considerable range of uncertainty
around these projections. Based on the scenarios
examined for compression or expansion of
morbidity, this could be from 17 to 37%.

In 2001, about 115,000 of those age 65+ could
be considered “needy” —they were at least
moderately disabled and had no living spouse
or children who might potentially provide
informal care. This number is projected to
increase by about 100,000 in 2021. Again, this is
likely a lower bound on the numbers of such
individuals, since a living spouse or child could
be too ill or live at too great a distance to
provide any care.

These kinds of results are fundamental to
planning for the aging of Canada’s population.
For example, there is great concern about the
sustainability of Canada’s health care system
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and, to a lesser extent, public pensions. At the
same time, the caveats in the previous section
should be borne in mind. While the analysis
underlying these projections has been very
thorough and made unprecedented use of the
widest range of available data, it still rests on
incomplete and imperfect data and a range of
assumptions.

In the end, perhaps the best way to assure
that these kinds of results are “fit for use,” for
example in public policy analysis, is for others to
build on this version of the LifePaths model, try
alternative modules, and use the model to
generate a wider range of scenarios.
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FEATURE PAPER:.

Design and Estimation Strategies in the Medical

Expenditure Panel Survey for Investigation of
Trends in Health Care Expenditures

Trena M. Ezzati-Rice and Steven B. Cohen, Agency for Healthcare Research and Quality

INTRODUCTION

Population-based health care surveys are
an important resource to inform health care
policy and practice. To be cost effective, such
surveys often are designed to provide a cross-
sectional “snap-shot in time” of, for example,
the population’s health status and health care
access, utilization, and expenditure
experience. While aggregate cross-sectional
health care statistics are extremely important,
surveys that include a longitudinal feature
allow for a better understanding of both the
incidence and duration or transition in certain
health status or use states, such as lacking
insurance coverage or how the distribution of
health care expenditures changes with time.
Moreover, longitudinal studies can provide
information for the study of current and
emerging policy issues, such as the
persistence of exceptionally high or
inadequate levels of medical services use and
associated health care expenditures and how
individual characteristics, behavioral factors,
financial incentives, and institutional
arrangements affect health care utilization and
expenditures in a rapidly changing health care
market.

The design of and analytical requirements
for a national health care and expenditure
survey present a unique set of challenges in
terms of sample design, survey content, and
estimation strategies. In this paper, we discuss
how the demand for essential longitudinal
health care and expenditure information is
translated into the design requirements of a
national health survey. Specifically, we
summarize (1) the design features of the
Medical Expenditure Panel Survey (MEPS)
and (2) the estimation strategies used to
support the measurement of health care

The views expressed in this paper are those of the
authors and no official endorsement by DHHS or the
Agency for Healthcare Research and Quality is intended
or should be inferred.
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expenditures and related time trends. Selected
examples that demonstrate the analysis
potential of MEPS to inform both survey
design and health care policies are provided
using annual, panel-specific, and longitudinal
data.

MEPS SURVEY DESIGN

The capacity to conduct detailed analyses
of the health care expenditure experience of
the population each year and to examine
patterns over time are two major design
features of the MEPS. In particular, a major
strength of the MEPS is its capacity for
longitudinal analyses, but this feature adds
additional complexity for the survey’s design,
achievement of acceptable response rates, and
estimation and analytic strategies. Sponsored
by the Agency for Healthcare Research and
Quality (AHRQ), MEPS is an ongoing
longitudinal panel survey of the U.S. civilian
noninstitutionalized population. Since its
inception in 1996, its primary analytical focus
has been on health care access, coverage, cost,
and use. MEPS also provides estimates of
measures related to health status,
demographic characteristics, employment,
income, access to health care, and satisfaction
with health care. Estimates can be produced
for individuals, families, and selected
population subgroups.

The MEPS includes a family of three
interrelated surveys: the Household
Component, the Medical Provider
Component, and the Insurance Component.
The Household Component (MEPS-HC) is the
focus of this paper. Each year a new sample
(panel) of households is selected for the
MEPS-HC. This set of households is a
subsample of those households participating
in the previous year’s National Health
Interview Survey (NHIS), an ongoing annual
household survey of approximately 42,000
households (109,000 individuals) conducted



by the National Center for Health Statistics,
Centers for Disease Control and Prevention
(Botman, Moore, Moriarity, & Parsons, 2000).
Because Hispanics and African Americans are
oversampled for the NHIS, these minority
groups are efficiently identified for a targeted
oversample each year in MEPS. In addition to
the cost savings achieved by eliminating the
need to independently list and screen
households, selecting a subsample of NHIS
participants provides enhanced analytical
capacity for the resultant survey data.
Specifically, use of the NHIS data in concert
with the data collected in the MEPS provides
additional capacity for longitudinal analyses
not otherwise available. Also, the large
number and dispersion of the primary
sampling units (195 PSUs) in the current
MEPS has resulted in improvements in
precision over prior expenditure survey
designs (Cohen, 2003).

To achieve a longitudinal component, the
MEPS-HC consists of an overlapping panel
design. Health care and expenditure data are
collected for each new MEPS sample, which is
interviewed five times in person over 30
months to yield annual use and expenditure
data for two calendar years (Figure 1). Each
computer-assisted personal interview takes
place with a family respondent who reports
for him/herself and for other family members.
To produce estimates for a calendar year, data
are pooled across two distinct nationally
representative MEPS samples. More
specifically, the annual estimates are based on
combined data from the second year of one
panel and the first year of the subsequent
panel (Figure 1 and Cohen, 2000).

To help inform an annual profile of the
quality of health care and to assess
improvements over time as part of AHRQ's
National Healthcare Quality Report (NHQR),
the MEPS implemented content enhancements
and a sample expansion in 2002. A significant
sample expansion was made to ensure an
adequate number of individuals with certain
illnesses of national interest in terms of
quality of care and burden of disease (Cohen,
2003). Similarly, to inform the National
Healthcare Disparities Report (NHDR), a

Figure 1. MEPS Household Component
Overlapping Panel Design

1996 1997

1/1/96 1/1/97

Panel 1 | Round 1 [ Round 2 | Round 3 [ Round 4 | Round 5
1997-98

Panel 2

Panel2 | Round 1 [ Round 2 [ Round 3 |

larger MEPS sample was needed to allow for
greater representation of population
subgroups that included racial and ethnic
minorities and low-income individuals
(Cohen, 2003). Thus, for the 2002 MEPS and
subsequent years, the overall sample size was
increased to 15,000 households and 39,000
individuals. The sample increase allowed for
an oversample of two additional subgroups of
the population (in addition to African
Americans and Hispanics): Asian Americans
and persons predicted to have family income
below 200% of the federal poverty level.
MEPS sample sizes by year are provided in
Table 1. The design enhancements to inform
the NHQR and NHDR with the larger overall
national sample and greater representation of
selected population subgroups had the added
attraction of improving the capacity of the
survey to produce health care expenditure
estimates at the national level and for policy-
relevant population subgroups, such as the
poor, the elderly, children, and minority
subgroups (Hispanics, African Americans,
Asians) with much greater levels of precision.

A major MEPS design feature is the ability
to support both cross-sectional and
longitudinal analyses to address current and
emerging health care policy issues. As
discussed previously, improved statistical
power for the annual estimates is achieved by
combining data from two panels to produce
health care estimates for the calendar year.
Also, as a consequence of the design and the
five rounds of interviews covering two
calendar years, data exist for examining
person-level changes in selected variables,
such as expenditures, health insurance



Table 1. MEPS Household Component: Annual Sample and Panel Specific and Pooled Annual

Response Rates

Yr1, Current Panel

Final Pooled
Annual Response

Previous Panel
(Yr 2) R3-R5 x NHIS

R1-R3 x NHIS (conditioned on response to R1-R3) Rate
Year Families Persons (%) (%) (%)
1996 8,655 21,571 70.2 - -
1997 13,087 32,636 69.2 63.5 66.4
1998 9,023 22,953 70.8 65.0 67.9
1999 9,345 23,656 65.5 63.1 64.3
2000 9,500 24,000 68.3 63.7 65.8
2001 13,500 35,000 66.8 65.4 66.1
2002+ 15,000 39,000 — — -

coverage, and health status from the two-year
panel of the MEPS. For example, researchers
can assess the persistence of high health care
expenditures by examining whether
individuals with high expenditures in one
year have high expenditures in the following
year or shift to a higher or lower expenditure
level percentile. The MEPS panel design also
allows the assessment of the impact of survey
attrition on the resultant survey estimates.
Specifically, analysts can compare the national
health care estimates produced from the first
year of a sample panel (with a higher
response rate) with the estimates derived from
the second year of a MEPS sample panel (with
a lower response rate) covering the same time
period. Further, with the linkage of MEPS and
NHIS files, longitudinal analyses of
transitions in health insurance coverage and
health status characteristics over a three-year
period for the total population and population
subgroups are feasible. The longitudinal
design of the MEPS also provides a
foundation for estimating the impact of
changes affecting access to insurance or
medical care on economic groups or
populations of interest.

ESTIMATION STRATEGIES TO REDUCE
NONRESPONSE BIAS & SUPPORT
ANALYSES OF TRENDS IN HEALTH
EXPENDITURES

In panel designs with multiple rounds of
data collection, the overall survey response
rate is a multiplicative function of the round-
specific response rates. To produce annual
health care and expenditure estimates for a
full calendar year, data from the first three

25

rounds of MEPS data collection for the given
calendar year (i.e., current panel) are pooled
with data collected in Rounds 3 through 5 of
the previous panel (i.e., Year 2 of the previous
year’s panel). The response rates calculated
for the MEPS annual estimates likewise follow
this overlapping panel design. Response rates
are calculated separately for each panel with
the response rate at the end of the appropriate
round for the specific panel factoring in the
response rate in previous rounds. The panel-
specific response rate also includes the NHIS
response rate. To obtain the overall annual
response rate, a pooled response rate is
calculated by taking a composite of the panel-
specific response rates. Panel-specific and
pooled (combined) annual response rates by
year are shown in Table 1. The response rates
reflect response to both the NHIS and the
MEPS interviews. Response rates are highest
for the first year of a new panel (about 66—
71%) and lowest for the second year of the
previous year’s panel (about 63-65%). The
overall response rate for annual MEPS
estimates averages about 66%.

In MEPS, analyses are conducted at both
the person level and the family level; thus,
both person-level and family-level weights are
produced. To support the unique feature of
the MEPS for longitudinal analyses,
longitudinal weights also are produced. The
adjustment strategy used to compensate for
survey nonresponse includes (1) an
adjustment for dwelling unit (DU)
nonresponse to account for household
nonresponse after Round 1 among those
households subsampled from NHIS for



inclusion in MEPS and (2) a nonresponse
adjustment to account for survey attrition at
the person level. Based on previous analysis
(Cohen & Machlin, 1998), the following
variables (from the NHIS) available for MEPS
responding and nonresponding DUs were
determined as the most important in reducing
bias in the survey estimates resulting from
nonresponse and are used in forming the DU
nonresponse adjustment classes:

o Age, sex, race/ethnicity (reference person)

e Marital status (reference person)

e Employment classification of reference
person (item nonresponse)

e DU level personal help measure
(limitations)

e Propensity to cooperate: telephone
number provided during NHIS interview

e Size of DU

e Family income

e Metropolitan Statistical Area (MSA) size

e Census region

To inform the nonresponse adjustment
strategies to correct for survey attrition,
previous studies identified the characteristics
that distinguish MEPS survey participants
across waves from those that participate only
in initial rounds and then discontinue their
survey participation. The prior study findings
revealed that nonrespondents in the first
round of the survey were more likely to be
from single- or two-person households
located in large metropolitan areas with a
higher level of income and were more likely to
include healthy elderly members (Cohen &
Machlin, 2000). Reluctant respondents in the
first round of the survey were significantly
more likely to become nonrespondents in the
second round. As with nonrespondents in the
tirst round, MEPS nonrespondents in
subsequent rounds were more likely to reside
in large metropolitan areas. They also were
more likely to reside in households with five
or more members, be elderly, and be either
married or separated relative to individuals
who were never married. These findings
informed the specification of weighting class
adjustments to compensate for person-level
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nonresponse in the survey (Cohen,
DiGaetano, & Goksel, 1999). The variables
used to adjust for survey attrition in the MEPS
after Round 1 include an indicator for initial
refusal to the Round 1 interview, family size,
age, MSA, marital status, race/ethnicity, and
sex.

One of the primary analytic advantages of
a panel survey is the ability to conduct
longitudinal analyses on variables for the
sampled units measured at different time
periods. To facilitate longitudinal analyses
with the MEPS, a special longitudinal weight
is constructed for each panel. For example, the
two-year longitudinal file for MEPS Panel 4
contains a weight applied to those persons
who participated in both 1999 and 2000 to
allow analysts to examine national estimates
of person-level changes in selected variables.

DESIGN & ESTIMATION CONSIDERATIONS
FOR THE MEASUREMENT OF HEALTH
CARE EXPENDITURES

Health care expenditures represent nearly
one-seventh of the U.S. gross domestic
product. Findings from the 1996 MEPS show
that the top 1% of the health care expenditure
distribution was associated with 27% of the
total health care expenditures incurred by the
civilian noninstitutionalized population (Berk
& Monheit, 2001). Further, the top 5% percent
of the population by magnitude of health care
expenditures accounted for 55% of the total.
Thus, additional attention and prioritization
has been given to data collection procedures
and estimation strategies to help improve the
quality of the survey estimates that
characterize this policy-relevant subgroup.
First, there is a prioritization employed in the
fielding of the medical provider sample to
prioritize efforts to enhance response rates for
the sample associated with decedents and
other cases likely to incur high levels of
medical expenditures (e.g., cases with
inpatient care and long lengths of stay).
Second, the MEPS population estimates of
decedents are poststratified to national
mortality counts, and comparable adjustments
are implemented for individuals entering
nursing homes in a given year. Then, in the



expenditure imputation procedure, donor
records are required to match on decedent
status for event-level records with missing
expenditure data. Adopting these special
procedures for the subgroup characterized by
high levels of medical expenditures improves
the accuracy of the overall national
expenditure estimates.

The longitudinal design feature of the
MEPS provides the capacity for both
methodological and analytical evaluations.
For example, panel-specific and longitudinal
data can be used to evaluate the quality of the
highly skewed expenditure estimates.
Beginning with the 1997 MEPS, national
estimates for a given calendar year can be
derived from the following four data files:

(1) Full year (FY) file that combines the
second year of a given MEPS panel with
the first year of a new MEPS panel. This
file has the largest sample size (~22,000 in
FY96; ~33,000 in FY97; and ~23,000 in
FY98);

Panel-specific file for the first year of a
new panel. This file (PUF97 and PUF98 in
Figure 2) has the highest survey response
rate with response rates of about 69-71%;
Panel-specific file for the second year of a
given MEPS panel. This file (Long. 96
[Year 2, Panel 1]), Long. 97 [Year 2, Panel
2] in Figure 2) has the lowest response
rates of about 63-65%; and

First year of MEPS longitudinal file (Long.
96 [Year 1, Panel 1], Long. 97 [Year 1,
Panel 2], Long. 98 [Year 1, Panel 3] in
Figure 2) with response rates ranging
from 63-65%.

)

®)

The latter two files permit longitudinal
estimates over a two-year period and are
subject to the lowest response rates relative to
the first two files, given the five rounds of
data collection that characterize the estimation
time period. Figure 2 shows the percentage of
total health care expenditures accounted for
by the top 1% of the population as calculated
from each of the files described above. The
lack of major differences in estimates are
noted across the files when compared to the
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first year of a new panel (which always will
have the highest response rate) provide
evidence that the nonresponse adjustment
strategies employed to minimize the impact of
nonresponse bias in survey estimates due to
sample attrition have been effective. Further,
these results provide incentive for pooling
consecutive years of MEPS data to improve
the precision of the highly skewed
distribution of medical expenses and to
expand the types of expenditure data analyses
for population subgroups.

CAPACITY FOR LONGITUDINAL
ANALYSES USING MEPS DATA

The nationally representative two-year
longitudinal panel sample of MEPS is
extremely useful for addressing a broad range
of health policy issues. For example, the MEPS
longitudinal panel samples can be used to
develop predictive models for determining a
set of correlates that best and consistently
predict medical care expenditures for the total
population and for population subgroups.
These prediction models could be a useful
statistical tool to inform oversampling
strategies for ensuring adequate coverage of
this policy-relevant subgroup of the
population in sample surveys. This would
have the benefit of improving the analytic
power of MEPS for more in-depth health
policy analyses for current and emerging
issues related to health care use, delivery, cost
containment, etc. Other examples of
methodological and analytical research that
can be done taking advantage of the
longitudinal nature of MEPS are as follows:

e What factors predict the persistence of
high drug expenditures?

e For individuals with specific chronic
conditions, what factors influence
spending levels from one year to the next?

e How is the burden of out-of-pocket
spending for health care distributed
among population subgroups when
examined over a two-year period?

e How do transitions in health insurance
coverage over a two-year period affect
health care utilization?



Figure 2. Percentage of Total Health Care Expenditures for Top 1% of the U.S. Civilian

Noninstitutionalized Population, by Year, MEPS
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e Does the use of certain prescription
medicines one year affect the use of certain
health services in the subsequent year?

SUMMARY

This paper has provided an overview of
the design and estimation strategies employed
in the MEPS to ensure the accuracy and quality
of a key analytic component of the survey: the
health care expenditure estimates. This paper
also has discussed methodological as well as
current and emerging health policy issues that
can be investigated using the two-year
nationally representative longitudinal panel
samples in MEPS. Specifically, use of MEPS
data to identify persistence of high levels of
health care expenditures is an important health
policy and statistical sampling tool. While
limitations may exist in the evaluation of
expenditure persistence and transitions from
one year to the next and which may not
represent what might happen for a longer time
period, the MEPS is nevertheless a valuable
resource for the study of health care and cost
issues and to inform health care policy and
practice. As additional panels of data become
available, the analysis potential will likewise
expand and through an ongoing research and
analysis program, new survey design and
estimation innovations can be identified to
further enhance the quality and analytical
utility of the resultant MEPS survey data.
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Reports of Prior Use in a Cross-Sectional Survey
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INTRODUCTION

Substance use trends in the United States
have shown dramatic shifts since the 1960s.
Among youths age 12 to 17, the rate of past-
month marijuana use was less than 2% in the
early 1960s, increased to 14% by 1979, then
decreased to 3.4% in 1992 before rising to 8.2%
in 1995. Major shifts in prevalence at different
points in time and for different age groups
have been observed for other substances,
including cocaine, LSD, Ecstasy, opiates,
cigars, and cigarettes (SAMHSA, 2003).
Accurate measurement of these trends is
critical for policy makers making decisions
about targeting limited resources efficiently
toward emerging problems. Trend data are
also used for assessing the impact of
prevention and treatment programs.

The typical method used for measuring
substance use trends is comparing prevalence
estimates across repeated cross-sectional
surveys. An alternative approach is to collect
data about prior substance use within a cross-
sectional survey and construct prevalence
estimates for prior years based on these data.
Besides the cost advantages, these
retrospective estimates have some analytic
advantages. When data are obtained for
different periods from the same respondents,
trend analyses are more powerful, due to the
positive correlation between estimates, as is
the case in a longitudinal study. Retrospective
estimates also may be the only alternative if
estimates are needed for periods for which
direct estimates are not available. However,
retrospective estimates do have important
limitations. Bias due to recall decay,
telescoping, and reluctance to admit socially
undesirable behaviors could cause
underestimation or distort trends (Johnson,
Gerstein, & Rasinski, 1998; Kenkel, Lillard, &
Mathios, 2003). Bias also could result from
coverage errors affecting the capability of the
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sample to represent the population of interest
for prior time periods, due to mortality,
immigration, or other changes in the
population.

This paper discusses several types of
retrospective estimates and presents analyses of
data from the National Survey on Drug Use and
Health (NSDUH) to assess biases in these
estimates.

METHODS

Description of NSDUH

The NSDUH collects data in face-to-face
interviews, employing self-administration for
substance use questions. Formerly called the
National Household Survey on Drug Abuse
(NHSDA), it was conducted periodically from
1971 to 1988 and annually since 1990. The
survey covers the civilian noninstitutionalized
population age 12 and older in the U.S. Annual
sample sizes were below 10,000 prior to 1991,
17,000-33,000 during 1991-1998, and about
70,000 after 1998. Methodological changes to
the survey in 1994, 1999, and 2002 affected
prevalence levels, limiting comparability
across time periods. Based on a split sample in
1994, adjustment factors have been developed
to improve comparability of 1974-93 data with
1994-98 data (SAMHSA, 2000).

Retrospective Estimates Produced from
NSDUH

Three types of retrospective estimates were
assessed, the first being “incidence” estimates,
reported as the number of persons who used a
substance for the first time during a year.
These estimates are based on responses to the
question “How old were you the first time you
used [substance]?” If first use was recent (age
at first use equal to or one less than age), the
month and year of first use was ascertained.
Combining these data with the interview date
and respondent’s date of birth, a date of first



use is determined for each respondent who has
ever used the substance (Packer, Odom,
Chromy, Davis, & Gfroerer, 2002).

The second type of retrospective estimate is
rates of lifetime use of each substance. These
estimates also are based on age at first use data
and give the percent of the population in a
specific year that had ever used the substance
at that time. Because NSDUH interviews take
place nearly uniformly throughout the year,
the estimates reflect an average prevalence
over the entire year (SAMHSA, 2003).

The third type of retrospective estimate is
based on a new question introduced in the
NSDUH for the first time in 2003:

Earlier questions were about the past 12
months. This question is about the year
before that, that is, from [datel] to [date2].
During that year, beginning [datel] and
ending [date2], did you use marijuana or
hashish, even once?

Information from this question can be used
to make estimates of current use for the prior
year but also provides “longitudinal”
information on patterns of continuation or
quitting among marijuana users.

Analysis Approaches for Assessing
Retrospective Estimates

Several analyses were undertaken to assess
bias in retrospective estimates:

Impact of immigrants. One known source
of bias in retrospective estimates is the
inclusion of data from immigrants who were
not living in the U.S. in some prior years. We
compared estimates of incidence and lifetime
use (for those age 12-17 and 18-25) for the full
2002 NSDUH sample with estimates based on
the sample excluding these immigrants,
according to questions on country of birth and
years in the U.S.

Long-term trends in incidence. Trends in
incidence estimates for 1965-1990 based on
1991-93 data (shortest recall), 1994-98 data,
1999-2001 data, and 2002 data (longest recall)
were compared. For the 1991-97 period, trends
based on the 1994-98 data, 1999-2001 data, and
2002 data were compared. Consistency was
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assessed through visual inspection of curves
and with correlations. Because of methodology
changes, comparisons of levels from different
sets of surveys were not made.

Long-term trends in lifetime use. We
compared 2002-based retrospective lifetime
use estimates (excluding immigrants) with
direct lifetime use estimates from earlier
NSDUHs (for those age 12-17 and 18-25) and
from the Monitoring the Future (MTF) Study, a
survey of high school seniors (Johnston,
O’Malley, & Bachman, 2003). To reduce the
effect of sampling error, we combined several
years of data, depending on availability, and
generated average annual lifetime prevalences
for specific time periods. Because 1999 and
2002 survey changes resulted in increased
reporting of lifetime use, we expect
retrospective estimates to be greater than the
direct estimates for years before 1999.

Short-term trends in lifetime use. We
compared retrospective lifetime use estimates
for 2002, based on 2003 NSDUH data (first six
months of data currently available), to direct
2002 lifetime use estimates, from the 2002
NSDUH (first six months of data, for
consistency). Comparisons were made for 19
substances for those age 12-17 and 18-25.

Retrospective prior year annual marijuana
use. To assess the accuracy of these estimates,
we compared January-June 2003-based
retrospective estimates of past year use in
January-June 2002 to direct past year estimates
from the January-June 2002 data, by age

group.
RESULTS

Impact of Immigrants

Including immigrants results in small bias
for most retrospective incidence estimates. For
example, marijuana incidence estimates for
1965-2001 were 2.5% higher when immigrants
were included. For most other illicit drugs, the
bias was smaller, indicating that very little
initiation for these drugs occurs among
immigrants prior to their entry to the U.S.
However, biases for alcohol and cigarette
incidence estimates were larger (8% for
alcohol, 7% for cigarettes). In general, they



were largest for the years 1979-1994 (3.5% for
marijuana, 11% for alcohol, 10% for cigarettes)
and smallest for years after 1997 (1% for
marijuana, 3% for alcohol, and 3% for
cigarettes).

For lifetime prevalence rates, bias due to
including immigrants is negative for nearly
every substance because of the low rates of
substance use among immigrants. For youth
estimates during the period 1979-1990, the
inclusion of immigrants resulted in biases of

about -14% for marijuana, -15% for cocaine,
-9% for cigarettes, and -9% for alcohol. Bias
was generally worse for estimates for those age
12-17 than for those age 18-25, and there was
very little bias in any estimates for years after
1997. Estimates of alcohol use for those age 18-
25 including immigrants showed very small
but positive bias (1.5%) for the period 1982-
1993 and a larger positive bias (7%) for 1965-
81.

Table 1. Percent Differences' Between Direct and 2002-Based Retrospective Estimates of
Lifetime Use of Selected Drugs Among Persons Age 12-17 and 18-25

Time Period Annual

Substance/Age 1974-1 977>  1979-1982 1985-1988 1990-1993 1995-1998 Change3
Marijuana

12-17 -23.7 -26.6** -15.4* 6.9 10.8** -0.85*

18-25 9.4 -6.8 2.1 6.5% 11.1%* -0.15
Cocaine

12-17 -76.6 -76.3** -64.3** -45.5** -15.8* -3.39**

18-25 -50.6 -46.9** -21.7** -18.7** 13.5% -1.82**
Hallucinogens

12-17 -33.9 -48.9** -25.9 -17.3 -23.7** -1.72%*

18-25 -23.1 -30.8** 12.7 3.0 12.5* -0.63
Inhalants

12-17 -66.8 -55.3** -54.6** -49.6** -26.4** -2.89**

18-25 -41.9 -41.0** -10.3 14.6 23.4** -1.21
Pain relievers

12-17 -75.3 -56.9** -73.1%* -69.0** -32.3** -3.40**

18-25 -51.2 -30.5** -21.4* -10.1 30.0** -1.48*
Tranquilizers

12-17 -54.4 -70.5** -80.0** -72.2%* -10.1 -3.24*

18-25 -41.8 -44 .4** -36.9** -22.7** 15.8 -1.80**
Stimulants

12-17 -47.6 -47.3** -56.7** -48.9** 3.3 -2.36**

18-25 5.0 15.2* 3.99 55.1** 80.9** 1.00
Sedatives

12-17 14.5 -15.2 -71.1%* -79.3** -60.4** -1.43

18-25 -22.1 -23.2** -10.1 -25.3* 0.9 -0.97*
Alcohol

12-17 -44.5 -50.9** -37.3** -32.0* -23.0** -2.14**

18-25 -7.5 -14.9 -10.2* -8.7° -4.6 -0.51**
Cigarettes

12-17 -26.4 -32.4** -30.3** -21.7** -5.3** -1.37**

18-25 3.4 -10.0 -6.8* -2.6 0.4 -0.17

*p < .05; **p < .01.

"Percent difference = (Retrospective - Direct)/Direct.

2 Tests of differences were not computed for estimates presented in this column due to the unavailability of
standard errors corresponding to the NSDUH direct estimates.
® Annual change is based on the estimated slope for a no-intercept regression model fitting % differences

against years of recall counting back from 2002.



Table 2. Percent Differences' Between Direct
and 2003-Based Retrospective Estimates of
Lifetime Use of Selected Substances Among
Persons Age 12-17 and 18-25 as of January—
June 2002

Substance Age 12-17 Age 18-25
Marijuana -0.2 0.1
Cocaine -4.2 -2.6
Crack -37.9" 8.4
Heroin -11.2 17.3
Hallucinogens -18.17 0.3
LSD -24.5" 3.4
PCP -13.5 14.3
Ecstasy -16.3 -2.3
Inhalants -19.4** -6.0
Pain relievers -20.3** -2.2
Tranquilizers -3.0 4.7
Stimulants -11.9 0.1
Methamphetamine -8.4 3.2
Sedatives -20.9 -13.2
Alcohol -4.9* -1.2
Any cigarette 0.6 -1.5
Daily cigarette 9.5 1.7
Smokeless tobacco -13.7** -54
Cigars -13.1** -2.0

*p <.05; **p < .01.
'Percent difference = (Retrospective - Direct)/Direct.

Long-Term Trends

For each of 12 substances, the four separate
data sets produced similar incidence curves.
Periods of increase and decrease and
maximum and minimum periods matched
across data sets for virtually every substance.
Most correlations were above 0.8. While there
were some indications of reduced correlation
with longer recall period, this pattern was not
consistent across drugs.

Comparison of the retrospective lifetime
estimates with direct estimates from prior
surveys suggests substantial bias, which
generally increases with length of recall (Table
1). Despite the expectation that retrospective
estimates should be higher than direct
estimates due to the increased reporting of
lifetime drug use in 2002 attributed to
methodological changes, for youths age 12-17,
retrospective estimates for periods prior to
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1985 were lower than direct estimates by 23%
to 80% for every substance except sedatives.
Retrospective estimates for those age 18-25
showed more consistency with direct
estimates, but the percent differences also
suggest significant bias for several substances,
and the bias increased with length of recall.
The comparisons with MTF direct estimates
showed a similar pattern of increasing bias
with longer recall.

The relationship of length of recall to
percent differences was examined using a
simple linear regression model. Assuming a
recall period of 0 years for 2002 corresponds to
no recall bias or a small positive bias due to the
1999 and 2002 methods changes, a “no
intercept” model was used. The slope for this
model is an estimate of the expected annual
change in percent relative bias per each
additional year of recall counting back from
2002. Fourteen statistically significant slope
estimates (most for those age 12-17) were all
negative, indicating a negative percent
difference increasing in magnitude with
increasing years of recall. Since the
retrospective measures are based on the
respondents’ recall of their age of first use, it
may be that with increasing length of recall,
respondents tend to move their age of first use
to an older age, resulting in a larger impact on
retrospective lifetime use measures for
younger age groups (Johnson & Mott, 2001).

Similar models relating retrospective
measures to MTF estimates were run. Since
MTF estimates typically differ from NSDUH
estimates due to methods differences, an
intercept was included in these models. A
negative bias was indicated by the estimate of
the intercept, but only two of the six
substances showed a statistically significant
intercept under these model assumptions.
None of the six substances studied showed a
statistically significant annual change in
percent relative difference, but the direction
and general magnitude of the estimated
annual change estimates for MTF-NSDUH
retrospective comparisons was generally
consistent with the results in Table 1.



Short-Term Trends

Table 2 compares retrospective and direct
estimates of lifetime substance use in 2002. For
those age 12-17, retrospective estimates were
significantly lower than direct estimates for
eight of the 19 substances, while none of the
retrospective estimates were significantly
greater than their corresponding direct
estimate. Overall, 17 of 19 substances had
lower retrospective estimates, and 12 of these
were more than 10% lower. Correspondence
was good (1% to 5% difference) for cocaine,
tranquilizers, and alcohol and was excellent for
marijuana (0.2% difference) and cigarettes
(0.6% difference).

Retrospective estimates of past year
marijuana use corresponded very well with
direct estimates. The retrospective estimate for
those age 12 and older was 10.9%, while the
direct estimate was 11.4%. Rates were similar
at every age group, except for the youngest
examined (age 12-13). Although
correspondence for those age 12-17 was good
(16.0% vs. 15.5%), for 12- and 13-year-olds the
retrospective estimate was significantly higher
than the direct estimate (4.7% vs. 2.6%). For
persons age 14-15, rates were 15.9% and 16.0%.

CONCLUSIONS

The analyses of long-term trends must be
interpreted with caution because some of the
differences between retrospective and direct
estimates could be the result of differences in
survey methods. Nevertheless, the results
strongly indicate that prevalence estimates for
distant past years based on retrospective
reporting substantially underestimate the true
prevalence for most drugs. The
underestimation is worse for youth estimates
than for young adult estimates and is
positively correlated with length of recall for
most substances. Although we did not
compare them with direct incidence estimates,
we can conclude that the retrospective
incidence estimates also are biased downward,
since they are based on the same underlying
data as the lifetime retrospective estimates.
However, retrospective estimates appear to be
a valid tool for identifying past periods of
increasing and decreasing initiation and use, as
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well as the points in time when shifts in trends
occurred.

Retrospective estimates for recent time
periods (one year ago) exhibit less bias than
estimates for earlier years. Estimates for young
adults showed little bias, but the youth
estimates were biased downward for most
substances. Marijuana and cigarette estimates
show the best correspondence with direct
estimates, and cocaine and alcohol are
reasonably good. Except for those four
substances, it probably is not valid to use
retrospective estimates to draw conclusions
about recent shifts in youth substance use.

The inclusion of immigrants in
retrospective estimates introduces bias that is
not consistent across measures or time periods.
For some kinds of retrospective analyses from
cross-sectional data, it may be appropriate to
include immigrants in the sample. However, if
the purpose is to estimate some characteristic
of the U.S. population for a prior point in time,
persons who were not in the U.S. at that time
should be excluded.

Besides immigration, other population
coverage changes could bias retrospective
estimates. These include mortality, emigration,
entering or leaving military service, and
entering or leaving prisons, nursing homes, or
other institutions (the NSDUH sample
excludes active military and the
institutionalized). For the estimates we
analyzed, the impact of these biases is
probably small. First use of most substances
typically occurs before age 20, so even the
estimates of incidence as far back as 1965 from
the 2002 NSDUH are based primarily on
reports among the sample age 56 and younger,
for whom mortality rates are not high enough
to have a significant impact on the sample
representativeness. However, studies
involving older populations or longer recall
periods could be significantly biased due to
mortality. Similarly, undercoverage due to
incarceration should be minimal for most
estimates, since only about 2% of the U.S.
population age 18-39 and 1% of the population
age 40-54 was incarcerated in 2002 (Maguire &
Pastore, 2003). While the impact of
incarceration varies by demographic group



(e.g., rates are higher for males and African
Americans) and probably by substance, these
rates still are not high enough to account for
the large differences between the direct and
retrospective estimates we found in this study.
Finally, changes in active military status and
other institutionalization should be small
enough to have little impact on these
retrospective substance use estimates.

This study focused on substance use
estimates based on retrospective data.
However, a broader issue is whether cross-
sectional surveys can obtain useful data on a
variety of past history health and behavioral
variables to allow more in-depth
epidemiological analyses. Longitudinal data
are important in research on health and health
care utilization, especially for substance abuse
issues. Factors associated with substance abuse
occur throughout the lifetime and affect the
pathways of use and consequent health
problems. Early childhood personality and
experiences, mental and behavioral problems,
family interactions, school experiences,
marriage and divorce, parenthood, aging, and
employment all have been shown to affect
transitions from nonuse to use, to problematic
use, and to treatment and recovery and relapse
(Bachman, Wadsworth, O’Malley, Johnston, &
Schulenberg, 1997; Glantz & Pickens, 1992).
Although longitudinal studies are generally
the best way to obtain these kinds of data, they
can be expensive and take many years to
obtain complete data. Where feasible, less
expensive and timelier cross-sectional surveys
should be used to obtain longitudinal data on
substance abuse and other health issues.
Further study of the reliability and validity of
retrospective substance abuse and other health
related data is needed to guide researchers in
the collection and analysis of this data.
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SESSION 1 DISCUSSION PAPER

Joseph Waksberg, Westat

PLANNING THE NATIONAL CHILDREN’S
STUDY

I am not competent to comment on the
medical aspects and the importance of this
bold and ambitious contemplated project, but
there seems to be a consensus that it will
provide extremely valuable information on
many sources of juvenile and early adult
health conditions and probably sources of
many health problems in mature adults. My
comments relate to two issues involved in the
operations and planning for the study: the
methodology for recruiting the pregnant
woman whose children will be observed, and
the timing of preliminary activities.

Recruitment

Westat, the statistical research company
with which I am associated, prepared a report
about a year and a half ago on three possible
methods of identifying pregnant women for
the sample. The first involved selecting a
sample of doctors, and with their help,
recruiting a sample of their patients who are
pregnant. The physicians or their nurses
would perform the initial measurements.

The second entailed carrying out brief
interviews at a representative sample of
households to identify those containing
women of childbearing ages and recruiting for
the study those who are pregnant. The
nonpregnant women who are not sterile
would be contacted at regular intervals
(probably quarterly) over the following three
years to check on their pregnancy status, and
if pregnant, would be added to the panel.
Who would carry out the medical and other
measurements and recontact the panel
members over the life of the project was left
open.

The final method involved contracting
with a group of generally recognized medical
“centers of excellence” to recruit pregnant
women. The centers would be informed of the
importance of diversity in the recruitment.
The centers then would be responsible for

carrying out the required medical,
environmental, and social measurements, as
well as recontacting the mother and child at
regular intervals over the 20-year life of the
study.

The first alternative did not seem practical
and was dropped from further consideration.
Low response rates were anticipated, as well
as other sources of potential bias. In addition,
the stage of pregnancy at which recruitment
would take place appeared to be very erratic,
whereas the study plans emphasized the need
for data early in pregnancy.

The other two approaches were
considered at several meetings, and there
were strong differences of opinion. Not
surprisingly, those with medical backgrounds
generally favored using centers of excellence,
while the statisticians and social scientists
preferred the household sample. The
arguments for centers of excellence were
based mainly on their competence to perform
complex medical tests and the fact that they
would add intellectual resources in both
planning and analysis. The proponents also
believed that although the panel would not be
a completely random sample, the centers
could establish sufficient diversity to satisfy
the goals of the study. The household sample
proponents were more concerned with using
a method that insured both achieving a
representative sample and enrolling women at
an early stage of pregnancy. The household
sample also would permit measurements to
be taken prior to pregnancy, although this
would come at a considerable cost because
they would have to be administered to most
women in childbearing ages in the household
sample, the majority of which would not
become pregnant in the course of the study.
The description of the household sample
method in the Westat report did not address
the issue of who would administer the
medical, environmental, and other
measurements over the course of the 20-year
course of the study and attempt to locate



movers. Presumably this could be done
through contracts with local physicians or by
setting up a central medical staff and mobile
units for medical and other measurements,
such as used in NHANES.

An article in a July 2003 issue of Science
reported that an outside advisory committee
disagreed with federal scientists on the
recruitment method and voted in favor of a
representative sample. Dr. Correa indicated
that a hybrid design was under consideration.
I have difficulty picturing what this would
look like.

I would be interested to know whether a
decision has been reached on this issue, and if
so, what it is. It is basic to most of the future
planning. For example, it is unlikely that the
medical centers will be able to provide reliable
data on rural populations and possibly other
groups of interest not located primarily in
metro areas (e.g., Native Americans).

Timing of Activities

If the household sample is chosen,
considerable advance work is needed, not so
much on sample selection but on the
integration of household interviews with
environmental, social, and medical
measurements. Plans for tracing households
and persons who move also will be needed;
Census data indicate that mobility rates tend
to be fairly high for new parents. Arranging
with physicians and other staff to perform the
medical and environmental tests is likely to be
time consuming. If mobile laboratories are to
be used, work on their development and
associated software are needed. If the project
is to start in 2005, planning of operations
should begin almost immediately.

I cannot visualize exactly how the centers
of excellence will operate, but they will have
to plan the same operations as the household
sample except that hospital facilities will be
used, eliminating the need for recruiting local
doctors or building mobile testing equipment.
Somewhat less planning time probably can be
tolerated. However, with this method,
additional work will be necessary for quality
control, in particular to make sure all
instruments are uniformly calibrated and that
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there is standardization of all measurements
among the centers. I recall that the decision to
use traveling units in NHANES interviewing,
examination, and testing was greatly
influenced by the difficulty of standardizing
measurements with local doctors.
Considerable advance work will be needed
and should begin soon for a 2005 startup.

DESIGN & ESTIMATION STRATEGIES IN
THE MEDICAL EXPENDITURE PANEL
SURVEY

The panel structure is a sensible sample
design for MEPS. As Ezzati-Rice pointed out,
it has the capability of providing both cross-
sectional and longitudinal data (at least for
pairs of years), and the cost is probably lower
than choosing a fresh sample each year. The
reduction in the response rate in the second
year is fairly modest (3-5%), and I think it is a
reasonable trade-off. With the estimation
procedure used in MEPS, the variances for
cross-sectional estimates should be about the
same as would have occurred without the use
of a two-year panel, but variances of year-to-
year change are lower due to year-to-year
correlations. This alone would justify the two-
year panel. The ability to carry out
longitudinal analyses is, of course, another
important advantage.

The Census Bureau introduced rotation
panels in CPS about 50 years ago, and since
then, their properties have been studied fairly
intensively. It is useful to list their main
impacts on MEPS.

(1) The correlations over time that tend to
exist among sample units usually will
create reductions in variances of estimates
of period-to-period change over an equal
size nonpanel sample. Without special
action, variance of cross-sectional data is
the same for panel and nonpanel samples.
With rotating panels, there is a loss in
precision of estimates of averages over
two or more years.

It is possible to improve variance of both
cross-sectional and longitudinal data
through use of a more sophisticated
estimation method, such as the one used
in the CPS. In MEPS, if the year-to-year



correlations for identical persons are fairly
high, such estimation could produce
useful gains in precision.

As noted in the paper by Gfroerer and his
colleagues, the population of the U.S. in
two adjoining years is not identical
because of births, deaths, immigration and
emigration, entrances and exits to military
service and institutions, etc. Thus, the
second year of a panel is slightly biased.
Losses in population are automatically
taken care of —they presumably are
reported as having zero expenditures.
However some types of additions are
missed. My understanding is that
immigrants and other persons who
become part of the U.S. population in a
given year and who become members of
existing households are represented in the
second year of a panel, but those who start
their own households are missed.
Intuitively, I would not expect the bias
resulting from this omission to be serious.
However, AHRQ should be aware of this.
Perhaps it would be useful to include
several additional items to the
questionnaire used in the first-year panel
of MEPS that identify such new additions
to the population and give them a double
weight. This would eliminate or sharply
reduce the bias.

Ezzati-Rice discussed the potential biases
in the second year of a panel arising from
attrition in the sample. It would surprise
me if the modest reduction in response
rates had an important effect. However,
there is another source of difference
between the two panels that could be
more significant: the possibility that
respondents report differently in the two
years. In CPS, this is referred to as
“rotation group bias.” It has been studied
intensively, without detection of the cause
or any insight on which reports are more
accurate. The phenomenon occurs in other
longitudinal studies. I suggest that MEPS
add this to items for future research.

On a different subject, the skewness of the
estimates is startling. The fact that persons
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with very high expenditures mostly differ
from year to year probably means that the
ability to identify them in advance so they can
be oversampled is very limited. I think AHRQ
is right to explore the issue, but I would be
surprised if an effective method of
oversampling is found.

ESTIMATING TRENDS IN SUBSTANCE
USE

Gfroerer and his colleagues described
some interesting research designed to explore
whether collection of data on substance use a
year ago will improve measurement of year-
to-year change. As they note, its success is
partially dependent on respondents” ability to
recall year-ago events.

There is a fair amount of research on
problems associated with attempts to
reconstruct past events. The chief concerns are
probably memory loss, telescoping, and
general confusion of when events in a
person’s life occurred. My personal
experiences in research on such topics seem to
indicate that the success rate in using
retrospective information is highly variable.
Telescoping can be controlled reasonably well,
but its use is limited to situations where
adjoining periods of time are involved. The
SAMSHA methodology being considered is
quite different. About 35 years ago, the
Census Bureau explored a methodology for
CPS very similar to the one described in the
Gfroerer et al. paper. Respondents in a
subsample of CPS were asked about their
employment status in the prior month as well
as the current month. The prior months’
reports then were compared to the reports the
same respondents gave during the prior
month. There was very poor correspondence,
and the research was stopped. Of course, that
study was done a long time ago, and there has
been considerable work by survey researchers
on methods to jog memory. Also, it is likely
that subject matter would affect recall ability
in different ways. Intuitively, I would expect a
year’s recall on substance abuse would be
reasonably good for long-term users but likely
poor for persons who first used substances



about a year ago —that is, started any time

between six months and a year and a half ago.

If the purpose of obtaining longitudinal
data is to improve estimates of change over
time rather than studying individuals who
have changed status, an alternate way of
accomplishing this is to use a sample panel
approach, with partial overlap from year to
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year, similar to the design for MEPS,
described by Trena Ezzati-Rice. The MEPS
experience indicates that there would be only
a minor loss in response rate. I believe the
reduction in response would cause fewer
problems than the uncertainty over the
quality of reporting.



SESSION 1 SUMMARY

Daniel Kasprzyk, Mathematica Policy Research
Joanne Pascale, U.S. Census Bureau

INTRODUCTION

“Panel” or “longitudinal” surveys, in
which individuals are tracked over time,
provide rich datasets for measuring social and
economic dynamics. The studies discussed in
this session help to illustrate a number of
general measurement issues that occur in the
implementation of studies that measure
change over time. Three of the studies employ
a panel design. One type of panel design is a
“cohort” study, in which the same group of
individuals is followed over a long period of
time, such as the 1946 British Birth Cohort
Study and the National Children’s Study
(expected to begin data collection in 2006).
Another uses panel data from Canada’s
National Population Health Survey (NPHS),
along with simulated cases, to make long-term
projections. A different design approach to
capturing change is through a rotating panel,
in which a group is followed at specified
intervals for a relatively short period of time,
with a new group of sample units introduced
at specified intervals, as in the Medical
Expenditure Panel Survey (MEPS). Yet a third
approach is a series of cross-sectional surveys
conducted periodically, as in the National
Survey on Drug Use and Health (NSDUH).

Panel surveys, while coming into wider
use recently, pose a number of challenges:
Their complexity is often an impediment to
analysis; the constant cycle of collection,
processing, and evaluation can be exhausting
to staff and take on the appearance of a
“treadmill” operation; and the loss of sample
through attrition can raise questions about the
representativeness of the study. Authors,
discussants, and session participants
highlighted nonsampling error issues
associated with surveys designed to measure
change over time during the floor discussion.
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IDENTIFICATION & MEASUREMENT OF
NONSAMPLING ERROR

Coverage & Representation

The use of cross-sectional survey designs
that employ retrospective questions to obtain
“longitudinal” estimates must be interpreted
with caution. These comparisons are made
between two points in time using data
obtained from a population at one point in
time; in other words, the inference and
comparisons made can be misinterpreted
because measurements are taken and reported
on essentially different populations at
different times. For example, the NSDUH
draws a sample of individuals to represent the
civilian noninstitutionalized population in
2002 and asks questions about their drug use
behavior as far back as 1968. Under this
design, inferences can safely be made about
the 2002 population, but the same cannot be
said for the 1968 population because
immigrants who moved to the U.S. since 1968
will be included in the sample in 2002. In
other words, comparisons of the civilian
noninstitutionalized population estimates at
two time points cannot easily be made
because the sample in 2002 will not represent
the population at an earlier date. Comparisons
of cross-sectional estimates using the
retrospective data will be biased if the
comparisons are meant to measure change
between two cross-sectional populations at
two points in time. The comparisons do
represent, though, the change experienced by
the individuals represented in the 2002
sample.

Another challenge facing all surveys but
posing special challenges for panel surveys is
the recruitment of individuals in ”difficult”
populations into the survey and retaining
these individuals over the duration of the



panel. People who are difficult to find
initially — that is, those tenuously attached to a
household and the mobile and transient
populations —also are extremely difficult to
follow over time. These populations often
have higher missing interview rates and
higher item nonresponse rates than other
groups. The difficulty is that important
analytic variables, such as having health
insurance and an individual’s use of drugs,
often are most prevalent in these hard-to-
find/hard-to-track populations. The
differential nonresponse in these subgroups
may result in biased estimates if the
adjustment method does not adequately
compensate for the survey’s inability to locate
these people. The data collection’s cost to
retain these populations in the sample can be
prohibitive. Multiple follow-ups, continuing
efforts to locate the individuals, and extensive
refusal conversion efforts can be very
expensive, and so fieldwork must be stopped
at some point due to budget considerations.
A proposal from the floor to consider
implementing a “side survey,” a “National
Survey of Difficult Populations,” is
conceptually appealing. The idea requires the
cooperation of several survey programs to
work together to identify common key
variables that could be used to estimate bias
due to lack of coverage. The survey would be
an add-on supplement to a large data
collection program, such as the American
Community Survey or the Current Population
Survey, and would require considerable
effort. It would require substantial follow-ups
in the field to identify and obtain information
on the difficult-to-reach populations. This
type of effort is expensive, but if several
interested parties contributed to the study, it
may be feasible to collect a few crucial
variables that could be used to assess bias
through statistical models. If implemented on
a regular basis, survey research and the
survey programs, in particular, will benefit.
While the practicality of the idea is open for
debate, the idea highlights an ongoing
problem in all surveys and panel surveys in
particular — the potential for reduced
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representation of the population over time
and our lack of information related to a
survey’s critical variables about the difficult-
to-reach populations.

As in any survey, survey objectives, the
target population, and the population of
inference must be clearly stated, and decisions
with respect to design and inference must be
made on that basis. The British Birth Cohort
Study recognizes the fact that it is a study of
one cohort, and analyses follow from that fact.
Surveys that try to achieve multiple objectives
often meet theoretical and practical obstacles
that make correct inferences from the survey
difficult. For example, with regard to
representation, the National Children’s Study
(NCS) is in the midst of a decision concerning
the sample design — options being considered
are a household-based probability sample, a
“Centers for Excellence” design, or a “hybrid”
design that implements the best characteristics
of the two former designs. Design decisions
must be informed by the survey objectives
and the desired statistical inference intended
to be made; this includes both the long-term
and short-term analytical objectives. If the
analytic objective is to produce analyses at the
national level, and, in particular, for
subpopulations, a nationally representative
design that covers the U.S. population is
necessary. Other designs may provide
reduced coverage of the U.S. population but
may be desirable if full coverage is not seen as
critical. The point is that when initiating any
study, particularly a panel study where the
implications extend for years and sometimes
decades, an assessment must be made of the
population being covered and its relationship
to the desired inference.

Questionnaire Design & Construct
Measurement

Through the repeated interviewing of
panel members, individual measurement
errors of panel members can change over
time. Many factors contribute to this,
particularly the many aspects of the complex
field operations. Interviewers and data
collection mode can be different, and even the



respondent can be different (in surveys that
accept a proxy response). Questionnaires also
can be different, giving rise to context effects,
even when the questions are exactly the same.
In addition, the meaning and interpretation of
questions and terms may change over the
course of a panel survey, resulting in a failure
to measure the same construct over time. So
while there is a tendency to maintain standard
question wording over time for comparability
purposes, this can be at odds with real world
change. For example, the drug Ecstasy may
have been characterized and identified by
several different names in the past and could
very well take on different names in the
future. The challenge in panel surveys is in
trying to measure the same construct at two
(or more) different points in time, and this
may or may not require a change in question
wording.

Related to this is the issue of
“harmonization” of cross-sectional data over
time. Apart from coverage and representation
issues discussed above, appropriate methods
to analyze historical data and use them
meaningfully in current analyses are an
important consideration for analysts. The
analyst must recognize that the historic data
are likely to have been collected using very
different data collection methods. The
differing methodologies may not be limited to
questionnaire design; for example,
interviewer training, mode, and other aspects
of the survey conditions may vary from one
survey to another. Furthermore, these types of
issues may go beyond survey measurement of
constructs reported by a survey respondent
(e.g., technologies for measuring blood
pressure have changed over time). It is
important to examine differences in
measurement across time to ensure that
observed changes are related to the
phenomenon of interest and are not an artifact
of changing measurement methods.

Retrospective data pose other challenges,
particularly when measuring duration of a
behavior or time between events. Many
analysts are skeptical of a respondent’s ability
to accurately report on events 10-20 years ago.

41

Techniques such as “landmarking” or
anchoring behaviors of interest (e.g., first time
use of marijuana) to major life events
(entering middle or high school) may serve to
aid more accurate recall. Literature from
cognitive psychology on memory suggests
using shorter recall periods to promote more
accurate recall, as is implemented in the
Medical Expenditure Survey as described by
Ezzati-Rice. The development of well-
measured panel data requires substantial
thought and consideration. Recognition by
analytic staff of panel survey programs of the
fact that individual measurement error
changes over time will help improve the
analysis of panel data; furthermore, ongoing
research by panel survey programs to
improve the measurement of change over
time also will be helpful. An important step in
this regard is to allocate more time and effort
to ensuring questionnaires are well crafted
and that constructs retain their interpretation
over a panel’s life.

Sample Retention & Nonresponse

Nonresponse is an important topic in the
survey research literature, both in the
development and implementation of methods
to reduce it and adjustment methods to
compensate for it. Operations statistics, such
as the nonresponse rate, have become one of
the regularly reported survey measures that
indicate the quality of the survey operations.
Nonresponse, however, is exacerbated and
complicated in panel surveys when compared
with cross-sectional surveys. Multiple
interviews, complicated patterns of response,
and the inevitable growth in the nonresponse
rate over the course of the panel increase the
significance and importance of this source of
error. Not surprisingly, floor discussion
highlighted these issues.

Recruitment & retention

Maintaining the representativeness of the
sample by implementing field operations and
procedures aimed at emphasizing the
reduction of nonresponse and maximizing
sample retention are critical to a successful



panel survey. The 1946 Birth Cohort Study, for
example, uses annual birthday cards to stay in
touch with respondents from wave to wave
and to encourage them to stay in the sample.
While the methods and procedures used vary
from survey to survey, other methods of
building rapport with the respondents ought
to be explored. RTI conducted focus groups
on methods of recruitment and retention for
panel surveys. Participants were likely to stay
in a survey if they trusted the researchers and
understood the survey goals, how the data
would be used, and how the data benefit their
local environments. This finding was
particularly prevalent among minorities. Data
collection programs need to recognize the
value of research on what motivates sample
members to participate in panel surveys; this
research will result, ultimately, in a better use
of survey resources. Panel survey designs
require significant presurvey planning to
ensure that survey design priorities are
reconciled with the analytic objectives and
that the appropriate field priorities are
identified to ensure sample loss is minimized.

Attrition

Panel surveys usually result in
complicated patterns of nonresponse. Missing
data at the sampling-unit level can result in a
variety of missing data patterns. The most
common missing data pattern usually is
associated with a monotone nonresponse
situation — where a sample unit stops
participating in the survey and continues,
thereafter, to be a nonparticipant for each data
collection cycle. While all panel surveys are
subject to this type of nonresponse, the effect
can be exacerbated in certain situations. For
example, in studies that measure exposure to
harm and the effects of that exposure, sample
members may be identified as being exposed
and at risk from those harms and are
subsequently notified of that risk. The
notification of being “at-risk” may cause the
sample members to stop participating in the
survey or to change behavior to avoid the risk.
The change in the behavior of the respondent
will introduce bias into change estimates or
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estimates of the results of being exposed.
Statistical adjustment methods to correct for
their nonparticipation or change in behavior
are needed.

Nonresponse adjustments

Attrition is the most typical pattern of unit
nonresponse in a panel survey. Other patterns
of nonresponse are generated by sample cases
not participating in one or more waves of data
collection but not dropping out of the panel
forever. As in all surveys, there is the ever-
present need to understand how respondents
and nonrespondents differ and how the
observed differences affect estimates obtained
from the survey. While the additional layer of
nonresponse generated from one or more
missing waves of data poses additional
challenges, it also provides opportunities for
more sophisticated adjustments than those
available in cross-sectional studies. Statistical
procedures that account for the patterns of
missing data and use information available
from the waves of collected data can be used
to develop statistical models that adjust
survey weights to compensate for the various
patterns of panel nonresponse. The MEPS
study provides a good example of a data set
that could benefit from such an approach. The
study now reviews information from all five
rounds of data collection and uses the
information to adjust sample weights for
respondents who participate in all five waves
of the survey. An alternative strategy for the
study to consider is the development of
methods to include sample respondents who
miss one or more interviews in the analytic
data set by using their reported information to
develop improved statistical models to
account for patterns of nonresponse.

Benchmarking/Validation

Survey estimates are subject to a wide
variety of sources of error. Quantifying each
individual source of error is not possible. In
the absence of a rigorous, comprehensive
identification and measurement of the sources
of error in a survey, researchers often compare
survey estimates to estimates from



independent data sources. The data sources
are usually administrative record data or data
from other sample surveys. The key to such
comparisons is the analyst’s ability to identify
a comparable data set or make adjustments to
a data set that renders the comparisons valid.
The 1946 British Cohort Study has made
efforts to compare findings with data from
similar studies conducted in Finland, Sweden,
and Greece, while recognizing different
cultural circumstances. The Canadian study is
monitoring the World Health Survey (out of
Geneva) in an attempt to ensure cross-cultural
comparability. The study will use more
current data as they become available to
ascertain whether assumptions made about
parameter estimates have changed;
furthermore, the study encourages the
development and use of alternative modules
to validate results. The point is that cross-
validation of estimates from multiple data
sources and sensitivity analyses play a critical
role in establishing the policy analytic
usefulness of complex data sets. The effort
should not be taken for granted and should be
given a high priority by survey program
managers.

FUTURE ISSUES

The increased collection of biomedical and
environmental data in panel surveys raises
implementation and ethical issues. Serious
questions can be raised about how survey
researchers efficiently collect such data, obtain
cooperation, and maintain high response rates
over time. Others are concerned about the
ethics of funding the type of data collection
that identifies “biomedical at-risk subjects.”
As panel designs continue to be discussed, the
emerging trend to capture biomedical data
and their role in panel designs requires
multidisciplinary participation in the
discussions.

Efficiency in the conduct of sample
surveys, particularly panel surveys, is
important. Survey integration has become an
important design characteristic associated
with the National Center for Health Statistics
and Agency for Healthcare Research and
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Quality surveys. Taking advantage of existing
large-scale survey systems and their sample
cases can be an important design
consideration; for example, the American
Community Survey (ACS) will be in the field
about the same time as the National
Children’s Study, suggesting that the use of
ACS as a vehicle for screening sample cases to
identify eligible sample may be efficient. The
larger issue, of course, is the consideration of
options in the design of panel surveys that
build on existing knowledge, data, and field
structures.

RESEARCH AGENDA
RECOMMENDATIONS

As in all surveys, matching the study
design with the research objectives is critical.
Both cross-sectional and panel surveys today
face some of the same challenges: declining
response rates, emerging technologies that
affect the mode of data collection (e.g.,
decreasing access to respondents by
telephone, expansions in Internet-based data
collection), new legislation protecting privacy
and confidentiality, and rising costs associated
with all these changes. Panel surveys are faced
with the additional dimension of time.
Research goals may change over time in
response to emerging technologies and issues,
societal values, and threats to public health.
These types of changes, of course, are difficult
to predict, but researchers may benefit by
considering survey design factors at the outset
of the study that build in as much preparation
for such changes as possible.

Coverage & Representation

The importance of a reconciliation of the
survey objectives, research questions to be
answered, target population, and the
population of inference is critical. Multiple
objective surveys will fall short of their goals
if adequate attention is not given to a rigorous
assessment of the population being covered
and the desired population of inference.
Issues of population coverage must be
addressed prior to the conduct of the survey.



Measuring change over time can be a
problem if careful attention is not given to the
issue. The use of retrospective data from a
cross-sectional survey to measure change
between two points in time must be
approached cautiously since the two points in
time represent different populations.
However, if such measurements are deemed
important, the identification of some of the
population differences can be built into the
study design. For example, it may be possible
to identify variables that characterize sample
members as eligible or ineligible at various
points in time and use that information to
segment the sample cases for analysis or
adjustment. Such an approach requires
substantial forward planning.

Panel surveys expect reduced
representation of the population over time
and difficulty in reaching/finding certain
subpopulations. The unknown effects on
critical variables of the reduced representation
can be a problem. Presurvey planning to
maximize sample retention and/or identify
variables that can improve statistical
adjustments to the survey are desirable. As a
component of maximizing panel retention,
more research is needed to understand what
motivates survey participation.

Construct Measurement

Questionnaire design and the
measurement of survey constructs at several
points in time are ongoing issues in survey
research. A plan for testing the validity of
construct measurement at each point in time
of the data collection must be made and
implemented, and sufficient time must be
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built into the planning process to
accommodate changes. Survey program
managers should develop standards or
criteria to establish the nature of what
constitutes adequate communication of the
intent of the question to the respondent.

Nonresponse Adjustments

The difficulty of understanding the
differences in characteristics between
respondents and nonrespondents is a
continuing problem in survey research and
often dependent on the content of the survey.
The complicated nature of patterns of missing
data in a panel survey suggest further study is
necessary to examine patterns of nonresponse
across waves of data, taking advantage of
panel waves in which data are available to
make adjustments through weighting and
imputation. The missing data problem in
panel surveys is serious enough that staff and
financial resources ought to be explicitly
allocated to investigate nonresponse, its
components, and its correlates. Special
attention should be given to identifying
auxiliary variables for use in nonresponse
adjustment models.

Benchmarking/Validation

Complex survey data must be evaluated
regularly to ensure their continuing use for
policy analytic applications. Cross-validation
of survey estimates with independent data
sources and sensitivity analyses should be an
important aspect of every survey data
collection program and given high priority by
survey program managers.



SESSION 2 INTRODUCTION
AND DISCUSSION:

Community Participation and

Community Benefit

Chair: Marsha Lillie-Blanton, Kaiser Family Foundation
Rapporteur: Judith D. Kasper, Johns Hopkins University

Organizer: Lu Ann Aday, University of Texas

INTRODUCTION

While much of the interest in new forms of
community participation may be driven by
concern about downward trends in response
rates for surveys, particularly among subsets
of the population that are of great interest
from a public health and health policy
perspective, this is not just a technical
problem. It has real implications for the
quality of what we know about who we are
and the magnitude and distribution of health
problems we face as a nation.

Increasing survey research participation in
specific “communities” has to be considered
in the context of several challenges. One is the
changing and greater complexity of the
demographic characteristics that we associate
with definitions of populations or
communities —most obviously, the aging of
the population, and its increasing
racial/ethnic diversity. For example, in 50
years, one in two persons in the U.S. will be a
person of color (U.S. Bureau of the Census,
2000). Not as obvious are the diversity within
these groups and diversity on other
dimensions, such as gender and sexual
orientation.

If researchers wish to reach into
populations and define communities, they
need to understand them. There are
expectations and histories within
communities, and to succeed, researchers
must understand both. For example, the
Tuskegee experiment ended in the early
1970s, but it remains current and has real
implications for the people who remember
that experience (Jones, 1991). More recent
instances of medical errors in the context of
research (or simply the provision of services),
which receive widespread publicity in today’s
world, serve to increase suspicion of research
(Institute of Medicine, 1999). Furthermore,
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despite the fact that Tuskegee and other of the
most harmful examples of research gone awry
are medical in nature, all research gets
lumped together in the minds of many people.
The challenge in striving for greater
community participation in the current
environment is to balance the demands for
scientific rigor — threats to validity and
reliability — with involvement in communities
to achieve the fullest participation possible.

Subject involvement in research is not a
new idea. There always has been
“consultation” with potential research
subjects or representatives of the communities
of interest in a research project. Examples
include focus groups and cognitive interviews
conducted for the purpose of informing
researchers about respondent interpretation of
questionnaire concepts and wording. In many
instances, this involvement goes beyond
consultation to active assistance in the form of
letters of endorsement from respected
community leaders or organizations to assist
in gaining entrée and improving receptivity to
research in a community. What is different in
new models of community-based research is
the early and continuous involvement of the
community in the research process —in the
most faithful adherents to this model, from
defining research goals to dissemination of
results.

DISCUSSION

Although certain features of research that
aspire to “community participation” have
been described (Arnstein, 1969; Israel, Schulz,
Parker, & Becker, 1998; Lillie-Blanton &
Hoffman, 1995), this still is not a well-defined
entity, as evidenced by the range of papers
presented in this session. The papers from the
Universities of Maryland and Minnesota come
closest to achieving continuous involvement



throughout the research process of
racial/ethnic minority “communities” of
interest. CHIS, a statewide survey in
California, involved community constituents
representing health professionals and research
subjects from various subgroups in a
somewhat conventional advisory capacity but
is unique in seeking to make it possible for all
communities to become end users of the data
being collected. The NHANES and NSDUH
are both national sample surveys. NHANES
engages with geographically-defined
communities due to its data collection
protocol, but both of these national surveys
also are engaged in trying to identify a
“match” between individual respondents and
a “community” —for example, American
Association of Retired Persons (AARP)
membership —as a mechanism to boost
interest in study participation of persons 50
and older. These efforts derive from increased
awareness that there are subgroups within the
population at large that increasingly pose
particular challenges in terms of survey
research participation.

Several questions were raised concerning
how to achieve greater community
participation, its implications for the research
process, and its impact on researchers and
communities that participate in the research
process.

Does Community Participation Interfere
with the Scientific Process?

Some evidence suggests that involvement
of communities from goal setting through
dissemination can improve the science. There
are opportunities for qualitative insights that
derive from collaborative relationships that
cannot be obtained from quantitative data
alone and that provide access to rich
information on social context that may
contribute in substantial ways to
interpretation of results based on a sample of
surveyed individuals. Community
involvement in “agenda-setting” (e.g.,
articulating research goals) also may have
greater potential for actionable results at the
community level, one important goal of much
public health research. As documented in the
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paper on the National Survey of Drug Use
and Health, the reasons older nonrespondents
gave for refusing to participate, such as
distrust in the legitimacy and relevance of the
study, may be mitigated by fuller engagement
of the study populations in the survey design
and implementation process.

To date, however, while principles of what
constitutes community participation have
been laid out, we have relatively little
empirical experience and few guidelines for
when and how to apply these principles. Are
there types of research in which community
participation should be strongly encouraged
and others in which it is not feasible? How do
we know when it is or is not working? What
are the limits on obligations of researchers or
the community? Who defines the relevant
communities, and are these a function of the
greatest need, the most resources, or the
loudest voices? If community participation
represents a new methodology for conducting
health surveys, we need to describe its
essential components, differentiate it from
existing approaches, and begin to develop an
empirical base to form criteria for good
science under this model.

Does Community Participation Require
Conducting Research Differently & in Ways
That Create Tension for Academic-Based
Researchers?

From the experiences in Maryland and
Minnesota in particular, it seems clear that
community involvement in all phases of the
research process changes it (this should not be
a surprise for those of us trained in the social
sciences!). By yielding control over aspects of
the process and involving more people with
varying levels of sophistication and
knowledge about research, many aspects of
the research process that otherwise could be
taken for granted are open for discussion (or
negotiation), and the time and energy
commitment increases for all involved.
Additional challenges for researchers are the
potential for greater risk to academic
advancement if research products are slowed
or reduced and the possibility of clashes with
established procedures for conducting



research in university (or government)
environments. These are issues that need
attention if community participation in its
fullest sense is to spread beyond small-scale
boutique studies.

Are There Rewards from Community
Participation for the Communities That Are
Subjects of Research? Does Community
Participation Fall Short of Partnership?

Many studies can point to benefits to
individual community members from
participation in health survey research
projects. Individuals may gain temporary
employment and learn new skills that
translate into other employment
opportunities. In addition to individual social
capital, community participation has the
potential for increasing social capital at the
community level by developing community
leaders or by contributing to the social
cohesion of groups and enhancing their ability
to participate in decisions that affect
community members (e.g., policy advocacy).

Whether other more concrete benefits
accrue may depend on the project. The project
in Maryland developed a culturally
competent evaluation instrument to be used
in mental health settings. Use of this tool
should benefit mentally ill minority
individuals by more accurately reflecting their
needs, thus improving services. In the
Minnesota study, the quality of information
about barriers to access among minority
Medicaid enrollees undoubtedly was
improved, and this information was made
available to state policy makers, but whether
the minority community experienced
improved access as a result of the research
was not in the hands of the researchers. The
CHIS did not aspire to directly alter the
variety of health circumstances being studied;
rather, the goal is to provide communities
with the raw materials to begin to effect policy
changes.

The CHIS model does raise the issue of
data privacy, and in this study, considerable
effort goes into insuring individual
anonymity. A full-time confidentiality
manager is employed who works with
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programmers and statisticians to make sure
no individual can be identified in micro data
files. Interestingly, the only demand for
identification of individuals (which was
refused) came from health professionals
(some public health officers at the county
level), not community representatives.

There also are a few examples of
community participation initiated by the
subject community rather than researchers.
The most prominent example is the
HIV/AIDS community. The HIV Cost and
Services Utilization Study (HCSUS), which
focused on HIV/ AIDS health care use and
costs, was undertaken after major battles had
already been fought about involvement of
patients in medically-related HIV/AIDS
research (Agency for Healthcare Research &
Quality, 2004). The HCSUS study included
paid community representatives on all study-
related committees. This example deals with a
community that was impacted by a particular
disease and demanded a say in the research
process. Not all “impacted” communities are
as vocal, educated, and empowered, however.

The question of what constitutes
“community benefit” is not without
controversy. As one audience member stated,
“Does participation mean partnership? If it is
a partnership, it is one way. One partner gets
paid and promoted, the other doesn’t.” There
are signs that some funders are beginning to
recognize the importance of paying
community partners, but this is one more area
where guidelines are important.

Is Community Participation Primarily a
Means to Address Declining Response
Rates & Low Participation Among “Difficult
Populations,” or Is There “Something
More” to Be Gained?

A recurring theme concerning the benefit
to researchers of the community participation
model is that of increasing survey response
rates. A decline in response rates among
minority communities is of particular concern.
Viewing community participation only as one
more tool for gaining research access and
increasing survey participation runs the risk,
however, of limiting this methodology to



racial / ethnic minorities and other difficult
populations. It also raises additional questions
about the basis for a true “partnership” and
the potential limits of the commitment by
researchers to a community participation
model. While more extensive consultation and
involvement of community members may be
effective as a means of increasing response
rates, it may not be wise to label this as an
application of the “community participation
model.”

At the present time, the importance of
community participation in health survey
research is unclear. Proponents argue that
greater community involvement can improve
the quality of the information obtained and
increase the chances that the findings will be
used for policy and planning purposes.
Nonetheless, as one presenter noted, “a
vantage point from ten years in the future”
likely will provide answers about what is
gained from greater community participation
in the research process.
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FEATURE PAPER:

Community Participation and Community Benefit

in Large Health Surveys: Enhancing Quality,
Relevance, and Use of the California Health

Interview Survey

E. Richard Brown, UCLA

INTRODUCTION

Participatory research has been recognized
as an important method to increase
accountability of university researchers to the
communities they study, to enhance the
relevance and quality of research intended to
improve population health, and to empower
communities to improve the conditions that
affect health (Israel, Schulz, Parker, & Becker,
1998; Minkler & Wallerstein, 2003). Often
called “community-based participatory
research” or “community-based research,” it
is a “collaborative approach to research that
equitably involves...community members,
organizational representatives, and
researchers in all aspects of the research
process” (Israel et al., 1998). Proponents
emphasize the role of community members as
agents of change and see participatory
research as a means to inform and support
problem-solving action by those affected.
Participatory research has been shaped by a
number of traditions from Kurt Lewin’s
“action research” to Latin American liberation
movements influenced by Paulo Freire
(Minkler & Wallerstein, 2003).

Some of the key elements that characterize
participatory research include recognition of
community (a geographic community or a
community of identity) as a relevant research
partner; building collaborative partnerships in
all phases of the research (from problem
definition to data collection to dissemination
of results); gathering information that informs
action to improve health; disseminating
findings and knowledge gained from the
research to all partners involved; and
contributing to the capacity of community
members to work together to improve health
(Israel et al., 1998). Participatory research
methods have been applied mainly to local
community studies, the scale of which enables
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researchers and community leaders to engage
in face-to-face collaboration in planning and
conducting studies, analyzing data, and
developing publications.

Participatory research methods have not
often been applied to large-scale health
surveys. Community organizations and
leaders seldom are involved in planning and
developing sample design and content for
surveys sponsored by government agencies or
private organizations. Large government
agencies conduct surveys to meet specific
policy research goals; they also are usually
more accustomed to collaborations among
government agencies and top-down decision
making than partnering with communities to
determine who and what is surveyed. Private
organizations usually sponsor such surveys to
develop population-based information to
meet specific research goals, rather than to
provide data for community organizations
and local agencies.

The development and implementation of
the California Health Interview Survey (CHIS)
has applied participatory research principles
on a scale not previously seen in survey
research. CHIS is a large biennial health
survey, with a sample of more than 57,000
households in 2001 and more than 42,000
households in 2003. It is conducted as a
collaborative activity of the UCLA Center for
Health Policy Research (the Center), the
California Department of Health Services
(DHS), and the nonprofit Public Health
Institute (PHI). These partners created a
structure and process that involves a broad
range of constituencies that participate in
multiple phases of the survey. In fact, CHIS's
participatory research elements are key
components of CHIS’s mission to be a
valuable public service that is accountable and
responsive to community needs.



This paper describes a participatory model
for large health surveys, including the limited-
participation planning project that led to
CHIS, the substantial participation that is
involved in planning each CHIS cycle, and the
extensive dissemination of data and results
back to participating constituencies.

DEVELOPMENT OF CHIS

CHIS was the product of a three-year
planning project that included, in addition to
a technical assessment component, outreach
activities that are consistent with the limited
participatory models found in many public
health needs assessments (Soriano, 1995). The
planning project obtained input from many
state and local public health agencies, health
care organizations, and advocacy groups
through questionnaires sent to potential data
users, public meetings, and key informant
interviews. Project staff used the outreach
results to shape CHIS (Public Health Institute,
UCLA Center for Health Policy Research, and
California Department of Health Services,
Center for Health Statistics, 1997).

The sample design, for example, reflects
this input. Many public health and advocacy
responders placed a high priority on data for
the state’s ethnically diverse population and
on specific smaller ethnic groups. In addition,
local health departments and locally based
advocacy groups, as well as many at the state
level, emphasized the need for data on small
geographic areas. In response, the CHIS
sample was designed to yield estimates for
most counties in the state and for the state’s
major ethnic groups and a number of smaller
populations of color.

Thus, the planning project followed a
needs assessment model with community
participation limited to providing input that
was structured, analyzed, and used by the
project staff. Nevertheless, its results were
instrumental in determining the survey’s
breadth of content and topics, its sample
design and size, the populations and
geographic areas sampled, and the frequency
of data collection.
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CHIS PARTICIPATORY RESEARCH MODEL

At the conclusion of the planning project,
a new and extensive ongoing participatory
process was created to develop policy and
content for the new survey. A formal
collaboration was established among the three
planning organizations that comprise the
Governing Board, with the Center as the lead
organization and DHS and PHI as partners.
The CHIS principal investigator, Governing
Board, and CHIS team bear responsibility for
designing and managing the survey and
dissemination of data, coordinate the process
for participation by other components shown
in the conceptual model, and raise the more
than $12 million required to implement the
planning process, conduct the survey data
collection, and disseminate data and results
for each two-year cycle.!

Participatory Planning

The major avenues for participation occur
in the planning and development of each
CHIS cycle through the CHIS Advisory Board
and Technical Advisory Committees.

CHIS Advisory Board

The Governing Board created the CHIS
Advisory Board to provide ongoing policy
guidance for all aspects and phases of the
survey. The Advisory Board, which includes
more than 20 members, was chaired initially
by the director of DHS and now by the
Governor’s cabinet-level Secretary for Health
and Human Services. It is comprised of
directors of three statewide health agencies;
CEOs or presidents of statewide associations
of local health departments, community
clinics, rural health care providers, the
medical profession, public health
professionals, hospitals, and health plans; the
research arm of the legislature; and advocacy
organizations for populations of color and
low-income populations.

The Advisory Board meets quarterly and
recommends issues to address and topics to
include in the survey, sampling goals,
dissemination goals, and funding strategies.

"For more information about CHIS, visit
www.chis.ucla.edu


http://www.chis.ucla.edu

Although the Advisory Board can only
recommend policy to the Governing Board, if
the Governing Board does not take that advice
in any particular instance, it reports back to
the Advisory Board at a subsequent meeting
why it did not do so. Although such
relationships may lead to tensions over the
authority and role of the Advisory Board, the
responsiveness of the CHIS team to the
Advisory Board has avoided such tensions.

Technical Advisory Committees

The Governing Board also established
formal Technical Advisory Committees
(TACGCs) to advise the CHIS team on specific
content and measurement issues. Separate
TACs are focused on the adult questionnaire,
the adolescent questionnaire, the child
questionnaire, sample design and survey
methodology, and multicultural issues. The
Multicultural Issues TAC provides advice on
specific ethnic groups for which formal
translations should be developed, groups that
require culturally specific adaptation of the
interview process, and measurement issues
related to ethnicity, acculturation, and
discrimination. Additional work groups are
formed as needed. For CHIS 2001, more than
100 individuals from 54 separate scientific,
professional, advocacy, and community-based
organizations participated in the Advisory
Board and five TACs, and another 20 people
participated in the more narrowly focused
work groups. The planning for CHIS 2003 was
the same, but the numbers of organizations
and individuals were larger.

Although the TACs by definition deal
with technical issues, they incorporate a broad
basis of expertise, including data-using staff of
advocacy, public health, and health care
delivery organizations, as well as researchers
affiliated with major universities and research
organizations. The TACs meet twice during
the planning process, with CHIS paying the
transportation costs of those who must travel
to attend. As with the Advisory Board, TACs
play an advisory role to the CHIS team, but
this limitation has not been a barrier to
recruiting and retaining TAC members.

51

Funders

Compared to the CHIS Advisory Board
and TACs, major funders play a more
determining role in shaping the survey. The
survey’s high cost makes it dependent on the
decisions of government agencies and
foundations to provide support to the survey
overall or to specific components of content or
sample. The commitment of the state to fund
only a quarter of the costs meant that multiple
funders could have substantial and potentially
conflicting influence. Both CHIS 2001 and
2003 received more than one million dollars
from each of five to six funders, and both
surveys received substantially less than one
million dollars each from another five to six
funders.

The dependence of CHIS on multiple
major funders clearly reduces the autonomy
of the survey team to be entirely responsive to
the CHIS Advisory Board and TACs.
However, because DHS is one of the partners
as well as the core funder, its commitment to
support the participatory process and to
involve its own program and research staff in
that process provides substantial latitude for
the CHIS team to respond to the broader user
constituency within resource limits. In
addition, the CHIS team seeks funding
specifically to support the topic areas and
population groups identified as priorities by
the CHIS Advisory Board and TACs, and all
funders are required to contribute to overall
content and sample objectives.

RECONCILING INTERESTS: EXAMPLES
OF THE CHIS PROCESS

Despite the potential for conflicting needs
and interests, there has been considerable
congruence between the wishes of the
Advisory Board and TACs, on the one hand,
and the CHIS team and funders, on the other.
For example, Asian and American-Indian
advocates and researchers on the Advisory
Board and the Multicultural Issues TAC
strongly recommended oversampling Asian
ethnic groups and American Indian/ Alaska
Natives (AIANs) —recommendations that
were unanimously supported by these
advisory groups. Two major funders



channeled some of their funding to support
these decisions: a federal agency with research
interests in both populations and a foundation
that separately heard from Asian advocacy
groups. The CHIS team also secured
additional funding from the Indian Health
Service to help support oversampling of
ATANS.

The importance of “being at the table” is
illustrated by groups that were not
oversampled. Asian ethnic groups and
American Indians were the only groups
oversampled. Because large samples of
Latinos and African Americans would be
generated without oversampling, advisory
group members did not argue for
oversampling Latino or African-American
ethnic groups. There also was no pressure to
target predominantly White ethnic subgroups,
such as Armenians or Russians, despite the
high proportions of their populations that are
immigrants, but there were no advocacy
groups from these populations represented on
the advisory groups. Thus, those who were at
the table respected resource limitations and
were satisfied with the anticipated outcomes,
while those groups that were not at the table
had no opportunity to make their views
known.

In sum, the development of the sample
and questionnaires for each survey cycle is
determined by the CHIS team but guided by
recommendations of several key advisory
bodies that represent a broad range of user
constituencies from government, public health
organizations, health care providers, and
advocacy groups at the state and local levels.
The responsiveness of the CHIS principal
investigator and team to these constituencies
is limited, however, by available resources
and the directed support of multiple major
funders. Nevertheless, transparency in the
decision-making process, together with
explanations of constraints and reasons for
decisions that varied from advisory body
recommendations, generates a high level of
trust between the CHIS team and the advisory
groups.
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DISSEMINATION OF CHIS DATA &
RESULTS: RETURN ON PARTICIPATION

The payback to constituencies that
participate in CHIS is the data and results that
are produced from each survey cycle.
Consistent with CHIS's public service mission
and its participatory research model,
substantial resources are invested to make
CHIS results, analyses, and data available and
accessible to a wide range of constituencies.
The Center has developed multiple vehicles to
maximize access to data, analytic tools that
turn data into information, and results that
make data highly relevant to key health policy
issues —all designed to make CHIS data as
useful as possible to a wide range of
constituencies with levels of technical capacity
ranging from beginner to sophisticated.

Historically, data analysis has been
available only to people and organizations
with significant technical capacity.
Community and advocacy groups and many
local health departments face numerous
obstacles to using data in their policy and
development work, including limited
availability of relevant data, lack of technical
capacity to analyze data that are available,
and limited knowledge of how to apply the
data most effectively to support their
advocacy and funding requests.

The Center has developed multiple
programs to democratize both access to data
and access to the analytic tools that enable
data to be applied as useful information. CHIS
2001 results and data have been disseminated
to state and county health departments, policy
makers, health researchers, community-based
organizations, advocacy groups, and the
public through publications, fact sheets, data
files, and an easy-to-use online data query
system —all of which show high levels of use.

Publications Using CHIS Data

Publications written for broad policy
audiences and directly disseminated to them
offer these constituencies easy access to CHIS
results that can be adapted to policy
development, advocacy, and funding
proposals. The Center has published nine
major policy research reports based on CHIS



2001 data, as well as a dozen four- to six-page
policy briefs and an equal number of two-
page fact sheets.

Publications using CHIS 2001 data are
being used widely by state- and local-level
policy makers and advocates to develop state
and local health policy. Such publications are
one way to share data and findings with
community partners in participatory research
processes, and their wide use builds
recognition of the survey as an important
public health data source.

AskCHIS

One of the most innovative tools is a
uniquely user-friendly online query system
called “AskCHIS” that provides data estimates
to anyone with Internet access. Users can
query the CHIS data with their own health
questions and obtain detailed descriptive
statistics based on CHIS data tailored to their
needs. AskCHIS greatly facilitates access of
advocates, community-based organizations,
policy makers, and public health officials to
user-defined survey results for individual
counties, as well as statewide and for a variety
of population groups defined by
race/ ethnicity, income, and many other
demographic characteristics. This system
maximizes availability of detailed geographic
and demographic data while protecting
confidentiality of respondents through a
statistical algorithm that suppresses specific
estimates that might inadvertently lead to
identification of individual respondents.
Outputs are available as tables, spreadsheets,
and graphs, including confidence intervals
that take into account the survey’s complex
design. AskCHIS thus offers a sophisticated
analytic tool to advocates, analysts,
professionals, and researchers at all levels of
technical ability.

One of the goals of AskCHIS was to
maximize usability for basic community-level
users but still provide value to advanced
users. Comments volunteered to CHIS staff
via a “feedback” button and a recently
completed user survey have been enthusiastic,
even when offering suggestions for
improvements. The 3,000 registered AskCHIS
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users have averaged 15.8 queries per user, and
many have come to consider it “an awesome
resource,” in the words of one user, and “the
trusted gold standard in policy circles,”
according to another (AskCHIS User Survey,
unpublished data). However, despite efforts
to make AskCHIS an easy-to-use tool for
people with beginner-level technical skills, the
results of the user survey suggest that
AskCHIS has been used disproportionately by
people with midlevel and more advanced
technical skills. Enhancements being
developed for AskCHIS are expected to make
it easier to use for persons with beginner-level
technical skills.

AskCHIS is an example of a tool that can
democratize access to technical data resources,
giving less technically sophisticated
community-based advocates and policy
makers access to data and analytic methods
that have been the exclusive province of
researchers. Such data sharing with
participating communities is a hallmark of
participatory research.

Public-Use Files & Services for
Researchers

Electronic public-use data files, including
supporting documentation, are available for
download free of charge from the CHIS Web
site. More than 430 people have completed
electronic confidentiality agreements and
downloaded data files in the year and a half
that they have been available. The public-use
files, of course, are useful only to researchers
and health policy analysts with statistical
analytic skills and equipment. However, some
larger advocacy groups employ or work with
skilled researchers and analysts; publications
using CHIS 2001 data are being developed
and published by many state agencies, local
health agencies, and a variety of advocacy
groups.

The Effects of Multiple Dissemination
Modes

In sum, promoting access to and use of
CHIS publications, AskCHIS, and data files
shares data and results with statewide and
local organizations that help plan and develop



each survey cycle. The wide use of these
dissemination tools also demonstrates the
relevance and importance of the survey to a
broad set of constituencies. CHIS results are
being used both statewide and at the local
level to shape and expand public health
insurance coverage, for outreach to potential
Medicaid and CHIP enrollees, to track asthma
rates and develop policies and programs to
control asthma, to promote diabetes
prevention and management, and to develop
policies and programs to support children’s
health and development. Results also are used
to identify and track disparities in health and
access to care based on racial/ethnic, income,
geographic, and other social characteristics. In
addition, CHIS data are being used in
epidemiologic research to better understand
individual and environmental factors that
influence health and access to health services.
The availability of a number of different
vehicles to disseminate CHIS data and results
assures that constituencies with a variety of
technical capacities benefit from the survey.

CONCLUSION

The level of community and advocacy
participation in CHIS planning and
development is not as extensive as the
maximum levels seen in community-based
studies that emphasize participatory research.
However, the CHIS model offers a way to
optimize that participation in large-scale
health surveys, which traditionally involve
top-down planning processes that reflect the
views of only those agencies directly involved
in sponsoring the survey. This participatory
research model ensures that CHIS is relevant
to the communities that participate in
planning it, that it appropriately measures
factors related to community needs, and that
the data and results are available for use by
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these communities and their advocates. The
CHIS model is a viable participatory research
approach, consistent with the flexibility
suggested by Israel and her colleagues (1998).

The advisory role of advocacy, service,
and policy organizations in the planning and
design of CHIS gives them a voice that shapes
each survey, while the CHIS research team
takes responsibility for both obtaining
funding and managing the questionnaire
development and data collection. The major
investments in dissemination provide direct
payback to the advocacy, service, and policy
groups that participate in the planning
process and indirect benefits to the
communities and populations that participate
as respondents. The use of the data for policy
development and advocacy also generate a
wide perception that CHIS is a valuable tool
for public health that deserves the continued
support required to conduct it, a byproduct
that closes the circle of benefits that accrue
from adapting participatory research models
to large health surveys.
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While considerable efforts have been made
to focus on the need to reduce health
disparities among persons of color, there are
several obstacles to the achievement of this
lofty goal. In particular, language barriers,
perceptions of mistrust of the health system,
and challenges in collecting data from ethnic
populations may make it difficult to make
generalizations to these populations. At the
center of this debate are questions regarding
whether one should sacrifice scientific rigor in
favor of obtaining data that provide a richer
discussion of the experiences of persons of
African, Asian, or Latin decent. This paper will
provide an overview of some of the challenges
that are related to the inclusion of persons of
color in health services research. There will be
an overview of two studies that used a
participatory research model to focus on ethnic
minorities and a discussion of some
recommended considerations for further
research in this area.

CHALLENGES RELATED TO THE
INCLUSION OF PERSONS OF COLORIN
HEALTH SERVICES RESEARCH

To set the stage for discussing ways to
reach out to persons of color, it is important to
first talk about some of the coverage issues
related to their inclusion in research. The first
challenge one faces in conducting studies of
persons of color is that there may be
measurement error in samples of this
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population because of an undercount of the
total population. In 1940, there was evidence of
an undercount of persons of color in the U.S.
Census. Darga (1998) estimates that between
1940 and 1990, the undercount of the African-
American population declined from 8.4% to
5.7%. Edmondston (2002) reports that there
was a higher net undercount in the 1990 and
2000 Census for Native Americans, African
Americans, Latinos, and Asian Americans.
Several factors contribute to the undercount,
including language barriers, refusals from
immigrant residents, difficulties in tracking the
homeless population, difficulties in tracking
mobile households, and mistrust of the
government and/or of people from outside the
community (Darga, 1998; Edmondston, 2002).
Even though these numerical estimates are
small, they tend to lead to measurement errors
in population counts (Darga, 1998). This means
that if there is measurement error in the
population count, any sample drawn from this
“population” frame is subject to measurement
error. This is not a trivial matter, since the
Census frame serves as the basis for a
multitude of national studies.

However, even if the Census is an accurate
representation of the U.S. sample, there are
also survey design-related issues that may
limit one’s ability to target populations of
color. For example, some geographic regions,
such as the Rio Grande Valley near the U.S.-
Mexico border, have inadequate phone
coverage (Aday, 1996), which limits the
effectiveness of a phone or Internet survey
focusing on Latinos living in this region. Next,
weather and topography can make it difficult
to conduct face-to-face interviews in rural
communities, in remote communities in
Alaska, or among populations living on Indian
reservations.

A third challenge that may be faced in
collecting data from communities of color is



their mistrust of organizations and institutions
as a result of historical and contemporary
mistreatment. Recent English-only and
immigration policies have created an
atmosphere in which some immigrants and
their descendents feel unwelcome (Kilty &
Vidal De Haymes, 2000). This is compounded
by a long history of discriminatory policies
against Native Americans, Latinos, Asians, and
African Americans that has left some potential
survey respondents leery of visits from the
government. In some cases, respondents
mistrust not only the government but also
academia because of the perception that
academic institutions take from the community
(that is, data and information) without giving
back to the community (Israel, Schulz, Parker,
& Becker, 1998).

As indicated above, there are several layers
of barriers to the inclusion of persons of color
in research, including the problem of
undercoverage of minorities as well at
potential nonresponse issues. This paper
discusses the use of one methodology —the
Participatory Action Research (PAR) model —
to include persons of color in research. The
PAR approach is based on the following
principles (Israel et al., 1998):

e Recognizes community as a unit of identity

e Builds on strengths and resources within
the community

e Facilitates collaborative partnerships in all
phases of the research

e Integrates knowledge and action for the
mutual benefit of all partners

e Promotes a co-learning and empowering
process that attends to social inequities

e Involves a cyclical and iterative process

e Addresses health from both positive and
ecological perspectives

e Disseminates findings and knowledge
gained from all partners involved

In the section that follows, applications of
this model are presented.
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CASE STUDY 1: A CONSUMER
ASSESSMENT TOOL FOR CULTURAL
COMPETENCY

In July 1997, the Mental Hygiene
Administration (MHA) of Maryland
implemented a managed care mental health
system. Maryland Health Partners (MHP) was
contracted as an Administrative Services
Organization to assist the MHA in managing
the new “consumer driven” Public Mental
Health System (PMHS). The goals were easy
access and choice for consumers of mental
health services. From the onset, evaluation,
outcome measurement, and consumer
satisfaction were considered essential aspects
of the new mental health system. Cultural
diversity and cultural competence also were
considered to be necessary aspects of
Maryland’s new mental health system. It was
this initial charge that led to the development
of what is called the Cultural Competency
Advisory Group (CCAG). The 20-member
CCAG is comprised of clinicians who
specialize in providing services to minority
populations, consumers from ethnic or
minority groups, and administrators with
experience in developing services for minority
populations. The role of the MHA /MHP
CCAG is to provide cultural diversity and
competence advice, recommendations, and
assistance to the PMHS. They also are charged
with the task of developing ways to examine
the issue of cultural competency. The group’s
activities include developing statewide
conferences, initiating regional training,
collecting and disseminating culturally
relevant data, exploring best practices,
developing a train-the-trainer project, and
other activities designed to improve the
PMHS'’s cultural competence.

Between 1998 and 2001, the CCAG
formulated and reviewed a battery of
questions that dealt with cultural competency.
With facilitation from the National
MultiCultural Institute (NMCI) of Washington,
D.C., the CCAG held several sessions to
methodically develop items related to
satisfaction and cultural competence. Broad
categories were identified and utilized to



develop survey items the group felt reflected
important issues to measure, such as

e Attitude—how consumers feel they are
perceived;

e Communication—issues related to
language, being talked with and heard;

e Treatment—use of healing practices, family
involvement and spirituality;

e Personnel —availability of multicultural
staff at various levels;

e Environment— perceptions of feeling
welcomed by staff and agency; and

¢ Outreach—commitment of staff and
agency to engage the community.

By March 2000, the combination of these
efforts resulted in the formulation of a series of
survey questions that the CCAG felt
represented satisfaction and cultural
competence. Validation that a good battery of
items had been formulated occurred in June
2000 at a conference sponsored by the
Georgetown University National Technical
Assistance Center for Children’s Mental
Health. At an individual technical assistance
session, a prominent researcher from the
Research Division at Santa Clara Hospital in
San Jose, California indicated that the CCAG
instrument of March 2000 was basically a
“good tool that just needed some tweaking.”
Armed with this feedback, the CCAG searched
for funding and successfully applied for a
grant from the Annie E. Casey Foundation to
engage the services of a research consultant to
assist with further development of the March
2000 instrument.

The consultants conducted a literature
review to examine the relationship between
the battery of items developed by the CCAG
and the concepts used in the literature to
describe cultural competency. Additional
literature reviews performed by CCAG
members identified research related to
provider self assessments or student research
but none on consumer assessment of cultural
competency.

By October 2001, it was evident that to
accomplish a rigorous examination of validity
and reliability, a more extensive pilot test
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sample would be required. With approval
from the Annie E. Casey Foundation, the grant
period was extended from December 2001 to
May 2002 in order to increase the respondent
sampling from 50 to 250.

In December 2001, the Institutional Review
Board (IRB) of the Department of Health and
Mental Hygiene (DHMH) granted approval for
pilot testing to examine validity and reliability
and to secure feedback about the structure of
the instrument from recipients of mental
health services. Utilizing a training manual
developed by the consultant, nine CCAG
members were trained to administer the pilot
test. The manual addressed issues such as
engaging volunteer respondents,
communicating purpose and procedures for
the pilot test, discussing confidentiality and
risk/discomforts, facilitating group testing,
and managing collected data. Of the nine
survey administrators, three were proficient in
Spanish and one in Vietnamese. Using claims
data from MHP, 13 of the 24 jurisdictions in
Maryland geographically dispersed across the
state were selected to assure a balanced
regional sampling of respondents of color.
These specific jurisdictions also provided the
opportunity to sample respondents from
urban, suburban, and rural areas. Between late
January and early April 2002, pilot testing
occurred at 30 psychiatric programs
throughout Maryland. The empirical
examination of the validity and reliability of
this instrument followed the administration of
a 52-item scale to mental health consumers
across Maryland in January 2002. Separate
analyses of the validity and reliability of the
questionnaire items revealed that the scale had
good psychometric properties (Chronbach’s
alpha = 0.92) (Arthur et al., in press; Cornelius,
Arthur, Booker, Reeves, & Morgan, 2004).

Comment

Several years of CCAG effort went into
developing and pilot testing an inventory
examining consumer perception of the cultural
competency of mental health providers. This
community-centered approach resulted in an
instrument that can be used to assess the
cultural competency of mental health



Table 1 Participatory Action Research Activities Used by the CCAG in Developing the Cultural
Competency Assessment Tool.

Recognizes community as a unit of identity. By definition, CCAG was focused on addressing the needs of the
community of color.

Builds on strengths and resources within the community. CCAG used the experiences of the consumers to develop
the monthly agenda and to drive the development of the instrument.

Facilitates collaborative partnerships in all phases of the research. CCAG was designed as a
community/administrative partnership.

Integrates knowledge and action for the mutual benefit of all partners. CCAG used expert knowledge and
information from literature reviews to support the development of the instrument.

Promotes a co-learning and empowering process that attends to social inequities. CCAG panel was made up of
consumers, therapists, and administrators who shared with each other information regarding the needs of consumers
and how to develop a culturally sensitive mental health practice.

Involves a cyclical and iterative process. CCAG met monthly over a 24-month period with an average meeting
attendance of 12 persons. These meetings were used to seek feedback and input from the CCAG regarding how the
process was moving.

Addresses health from both positive and ecological perspectives. CCAG focused on collecting information that
would empower consumers to decide whether a health setting was appropriate to them.

Disseminates findings and knowledge gained from all partners involved. CCAG was included in the dissemination
process (including presentations and publications of articles regarding the research).

practitioners. The CCAG did not know it at the such a model to conceptualize how to place
time, but they used a process called either communities of color at the center of the
Participatory Action Research (PAR) or research development process. By first
Community Based Research to guide their building a common understanding among
work. one’s peers regarding the issue that needs to be
As indicated in Table 1, the CCAG examined, one can determine the role of
participated in several activities that are outsiders in the development of the activity.
reflective of PAR, including having consumers While this approach can be used to empower
and community practitioners drive the specific communities around a specific project,
development of the study and empowering “community based research in and of itself
them to make key decisions regarding the does not resolve broader social issues such as
scope of the project. racism and social inequalities” (Israel et al.,
This project brings up a multitude of issues 1998, p. 194). Furthermore, because this is still
regarding how to help communities develop a new method of research, more needs to be
research agendas that are sensitive to the needs published regarding its effectiveness to
of their populations. The most significant issue increase its adoption by scholars (Israel et al.,
is the tension between universities and the 1998).
community. Some see the PAR approach as
oppositional to the traditional method of CASE STUDY 2: HEALTH CARE ACCESS
research, where the University community AMONG RURAL MEXICAN AMERICANS
defines the work, recruits the community to The present study reports on the health
participate, studies them, and then leaves. care access of Mexican Americans in rural
From a PAR perspective, however, the issue is Texas, focusing on residents in two colonias in
defined first by the community, and then the two border counties. Colonias, rural
community invites others to join the process in unincorporated subdivisions located along the
a way that is beneficial to the community. U.S.-Mexico border, are among the poorest
The implication of the PAR approach for communities in the nation (Arizmendi & Ortiz,
health services research is that one can use 2004). Situated near but outside the boundaries

58



of most border cities and towns, they often
lack potable water, sewer and drainage
systems, electricity, and paved roads. The
population in colonias is almost exclusively
Mexican-American, young, and
multigenerational, and there are a relatively
high number of people per household.

Before the initiation of the community-
based survey, several meetings were held in
the Rio Grande Valley between community
organizers, community-based organization
and health clinic program directors, and a U.S.
Congressman to articulate the needs of the
residents of colonias in two counties along the
Texas-Mexico border. The initial meeting
began as a result of a long-standing
partnership between community activists, a
local elected official, and an academic
consultant. The initial planning meetings
revealed high interest in identifying the
barriers in this community but a lack of
resources for conducting the study. Following
the receipt of a small grant from the University
of Maryland, two researchers met with
community leaders in the colonias over a nine-
month period to identify the issues that should
be examined and the optimal approach. After a
review of several survey instruments, the
community leaders recommended that the
research adapt components of the 1994
Commonwealth Fund survey of minority
health (Lou Harris and Associates, 1994). The
modifications were made to reflect the cultural
and geographic issues of the target population.
The questionnaire was translated into Spanish
by two translators using the forward and back
translation techniques recommended by
Zambrana (1991).

Following the receipt of approval from the
University of Maryland IRB, the community-
based organizations in the colonias hired ten
administrators who were trained to conduct
face-to-face interviews with respondents at
their homes or places of their choosing. Each
administrator was given a geographic area in
which to conduct interviews. They were
familiar with these areas and known in the
community either for their work in the
community as promotoras or union organizers
for the United Farmworkers Union. The survey
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administrators fanned out over the two county
areas, concentrating on specific colonias with
which they were familiar, and they covered
four regions in these two counties.

One month before interviewing began, the
administrators received several hours of
training on the intent of the study, maintaining
confidentiality, use of the instrument, and how
to locate subjects. Data collection was
conducted in September 2002, and
administrators used a snowball sampling
method, canvassing neighborhoods, churches,
community centers, and other social
gatherings to locate initial respondents and
referrals for other potential respondents. Each
survey administrator received $15 per
completed interview, and respondents were
given a $15 gift certificate to a local grocery
chain. Over 90% of the interviews were
conducted in Spanish.

This process yielded 271 usable interviews.
Following data editing and cleaning activities,
the results were presented to the community
for their use. This resulted in the incorporation
of the study findings into congressional
testimony highlighting the need for services in
these colonias (Rodriquez, 2003).

Comment

As was the case with the first study,
community participation in the design and
implementation of this study was critical to its
successful implementation. This required
extensive and sometime protracted
interactions before, during, and after the
completion of the studies. It also required the
development of tangible products for the
community. For example, the cultural
competency assessment study resulted in a
series of publications and presentations col!
authored by community members (Arthur et
al., in press; Cornelius et al., 2004), along with
their involvement in Phase II to refine the
assessment tool for use in the evaluation of the
Public Mental Health System in Maryland. The
study of the colonias also resulted in a tangible
product—data that were used on the policy
level to advocate for programs targeting these
communities (Hispanic Health Care, 2003).
While both studies used the PAR approach to



focus on specific ethnic populations, one was
based on data collected from a sample of
mental health facilities, while the second study
was of a purposive sample of community
residents.

DISCUSSION

While this paper does not address all the
issues that are relevant to including the
community of color in health services research
studies, it suggests that there may be ways to
include these populations in research. The
PAR method was presented as a way to
achieve this goal, since it is based on placing
the community at the center of the research
design. One of the clear limitations of this
approach is the ability to use it as a way to
launch a national probability study of the U.S.
population. This is a particularly sensitive
issue because of the costs of oversampling
hard-to-locate populations, such as ethnic
subpopulations. One solution to this problem
would involve advocating for state or local
studies in communities where there are
significant populations of color (e.g., the
California Health Interview Survey); another
possibility would be to partner with national
organizations (e.g., the Urban League, the
NAACP, the National Council De La Raza) in
the development and marketing of a national
survey. To say it another way, we just might be
able to increase the response rate of surveys
that target the community of color if
respondents believe that such studies are of
relevance to organizations about which they
care.
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INTRODUCTION

Research suggests that African Americans,
American Indians, and Latino Americans are
more likely to distrust the medical system and
health professionals than are their White
counterparts in the U.S. (Doescher, Saver,
Franks, & Fiscella, 2000; Kao, Green,
Zaslavsky, & Cleary, 1998). Distrust may be
justifiable, shaped through negative
experiences in the health care system and by
knowledge of egregious examples of
mistreatment of vulnerable groups, such as
the Tuskegee experiment. This pattern of
mistrust has important implications. First,
differences in trust may reflect racial/ ethnic
disparities in treatment. Second, mistrust may
be partially responsible for well-documented
disparities in health care treatment and
outcomes (Institute of Medicine, 2001).

While most of the attention has been
focused on distrust of the medical system,
there is a growing body of literature
indicating that there are racial/ethnic
differences in levels of trust in medical
research. Much of this research has been done
in the African-American community and has
found that they report lower levels of trust in
medical research than do Whites (Shavers,
Lynch, & Burmeister, 2002). There are
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profound implications of lack of trust in
medical research. For example, mistrust may
be responsible for the low levels of enrollment
in clinical trials (Shavers et al., 2002) and low
rates of organ donation (Minniefield & Muti,
2002) among African Americans.

Trust in clinical research has received the
most attention. While not systematically
investigated, it is likely that distrust also
extends to health survey research. Response
rates of African Americans, American Indians,
and Hispanics are typically lower than those
of Whites. Anecdotal evidence from our own
experiences suggests there is a high level of
suspicion and distrust of survey research (and
the results of such research) conducted by
institutions.

In his apology to victims of the Tuskegee
experiments, President Clinton stated, “We
commit to increase our community
involvement so that we may begin restoring
lost trust [in medical research].” Certainly,
greater community involvement has that
potential. But “involvement” is an ambiguous
term, and many have argued instead for full
and equal partnership in the research
enterprise. Those engaged in research may
find themselves simultaneously pushed by the
community to allow full participation and
pulled toward scientific standards for what
constitutes good survey design and process.

Community-based participatory research
(referred to as participatory research in the
remainder of this paper) is one model for
addressing these complex tensions (Israel,
Schulz, Parker, & Becker, 1998). This paper
describes a model of participatory research
employed in the creation and implementation
of a survey of Minnesota health care program
enrollees (e.g., Medicaid, MinnesotaCare). The



benefits and challenges of this participatory
approach are described, and the implications
for the field more generally are discussed.

WHAT IS COMMUNITY-BASED
PARTICIPATORY RESEARCH?

The goal of participatory research is to
build partnerships between community and
academic or government researchers, giving
each ownership of and responsibility for the
research process. Participatory research in the
field of racial and ethnic disparities in health
is founded on the principle that members of
communities most affected by disparities
must fully participate in the research process
to ensure the relevancy and usefulness of
study results (Gaventa, 1991; Israel et al., 1998;
Whyte, Greenwood, & Lazes, 1991). Active
involvement by community researchers in all
stages of the study is intended to foster trust
in the process and produce results and may
better activate members of the broader
community to work toward solutions (Schulz
et al., 2001). Researchers from academic and
government agencies also should benefit by
gaining an understanding of communities’
strengths and the constraints members face in
pursuing wellness. This model contrasts with
traditional models of research that sometimes
place the needs of researchers ahead of the
needs of those affected by disparities. As a
result, traditional models often are viewed
negatively, as communities are treated as the
“subjects” of research and rarely use and/or
benefit from the results (Green & Mercer,
2001). Challenges to participatory approaches
to research are significant investments of time
to the process and the risk of sacrificing
scientific rigor in order to attain the support of
community members.

THE DISPARITIES IN MINNESOTA HEALTH
CARE PROGRAMS STUDY

Study Goals

The primary goal of the “Disparities in
Minnesota Health Care Programs” study was
to explore racial and ethnic disparities in

barriers to health care services use among
public program enrollees. The populations
oversampled in the survey were from
American Indian, African-American,
Hispanic/Latino, Hmong, and Somali
communities.

Research Process

From the outset, the project was based on
a participatory model of research. A group of
researchers who had worked together on
another participatory project came together to
respond to the request for proposals (RFP).
This group included several community
researchers (Hmong and Hispanic researchers
and a research associate from a nonprofit
organization), several university-based
researchers, and a staff member from
Minnesota’s External Quality Review
Organization (EQRO involvement was
recommended in the RFP). This group
comprised the Project Management Team
(PMT). The intention to conduct participatory
research featured prominently in the response
to the RFP; the response described the team
composition, structure, roles, power
relationships, resource allocation, and
communication strategies.

When the contract was awarded, the PMT
expanded again to include the Project Officer
from DHS, as well as Somali and American-
Indian researchers. The PMT oversaw all
aspects of the project. Five subcommittees
were formed to direct specific tasks: (1) focus
groups (focus group design, implementation,
analysis, and report writing); (2) instrument
development (creating English mail and
telephone instruments and translations); (3)
survey administration (sample design,
monitoring data collection); (4) data analysis
(outlining and overseeing analysis,
interpretation of results, and formulation of
recommendations); and (5) dissemination
(report and manuscript production,
conference submissions and presentations).
Each subcommittee was comprised of
community and institutional (e.g., university,
EQRO, DHS) members.



The PMT met monthly for two hours and
was the forum for subcommittee updates and
project decision making. Subcommittees met
more frequently (sometimes weekly or twice
weekly, depending on the phase of the
research process), making many task-specific
decisions independently. All PMT members
were paid for their participation in the project
(salary coverage for institutional members,
hourly rates for community researchers’
effort).

Information presented here about the
participatory process comes from PMT and
subcommittee meeting notes and progress
reports submitted to DHS. In addition, we
draw on personal observations of the process
and responses to a short open-ended
debriefing questionnaire sent to all PMT
members.

PRINCIPAL FINDINGS

Constraints to Participatory Research

Balancing the need for process and
consensus building against time and
budgetary constraints was a significant
challenge. For example, time to respond to the
RFP was limited, which in turn limited the
participation of community researchers with
competing work schedules. Coupled with
these time constraints, the more limited grant
writing experience of several community
researchers may have inhibited their
participation in this activity. As is the norm,
the total budget for this project was capped in
the RFP. Because a large portion of the budget
was dedicated to data collection (focus groups
and surveys), the contributed effort of PMT
members was tightly estimated and, in the
end, underestimated.

Time pressures only increased once the
grant was awarded; the funding agency
required that we complete in nine months
what we conservatively estimated to be a 15-
month project. The PMT tried to address
challenges by setting up efficient
communication systems and decision rules
and structures early on. However, time
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constraints and the tension between process
and product remained throughout the course
of the project. Consensus building and careful
deliberation of some decisions were limited
due to the need to stay on schedule. Yet PMT
members” dedication and ability to maintain a
collegial work environment while
implementing a fast-paced and rigorous study
were listed as the project’s top successes in the
PMT survey.

Structural factors, such as how budgets
are administered in academic settings, also
threatened the participatory nature of the
process. For example, the portion of total
funds the university charges as indirect cost
recovery (ICR) was a source of frustration
among community members. To avoid ICR
charges per subcontract, the PMT entered into
one contract with a member’s home nonprofit
organization. This organization administered
the subcontract and distributed funds to
community researchers on the PMT,
subcontracted with focus group trainers and
facilitators (a total of nine separate contracts),
and made payments to community members
participating in data interpretation and
development of recommendations. Worry
over the university’s ability to make timely
payments to resource-restricted
individuals/organizations was a second
reason for creating this arrangement.
Although a practical solution to the ICR and
payment problems inherent in grants with
academic institutions, it was not without some
hassle for the organization taking on this
responsibility.

Questionnaire Development

The level of participation by community
members was far greater than is typical in
survey research. It is not uncommon for
researchers to seek their input about the
content of an instrument, brainstorm with
them, or present key community members
with a well-developed draft for comment. The
process involved in developing the
instrument for this project was quite different.
Subcommittee members met at least weekly to



discuss domains to be included and
individual items. Example questions used in
national health studies were presented for
review, but the team held lengthy discussions
about the wording of questions and their
cultural relevance.

There was some tension between the need
for scientific rigor in the development of the
instrument and sustaining community
support. For example, due to length
constraints and concern about the flow of the
overall questionnaire, not all issues around
conceptualization of health and preventive
care raised in the focus groups could be
addressed in the final instrument. Instrument
content was further constrained by priorities
set in the contractual arrangement with DHS.

Community researchers had very high
standards for assessing the quality of the
questionnaire translation, serving as and
locating other pretest subjects, as well as
participating in the hiring and training of
bilingual interviewing staff (details below).
Combined, these increased the face and
content validity of the instrument across
versions. PMT review and finalization of the
translated instruments slowed data collection
and necessitated a rebudget. The participatory
nature of the project garnered several concrete
benefits. First, significant resources were
conserved based on multilingual members’
advice that the mail survey be administered in
English only, because those unable to read in
English also would be unable to read a
translated instrument. The telephone version
of the instrument was made available in
Spanish, Somali, and Hmong, and call-in lines
were publicized in the relevant languages at
the bottom of the mail questionnaire’s cover
page.

A second major contribution was
community members” willingness to question
the underlying premises of the research
project. For example, as originally conceived,
the study focused on barriers to preventive
care, conservatively defined as care provided
by a doctor or clinic. Community members
were the first to question the appropriateness
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of this definition, pointing out that there are
other legitimate sources of preventive health
care. This resulted in the expansion of items to
include sources of care such as “spiritual or
traditional healer or shaman” and “an
acupuncturist or herbalist.”

Community researchers also successfully
argued for the inclusion of many questions
related to how individuals are treated by the
health care system. These included questions
about discrimination based on race/ethnicity,
ability to pay, or enrollment in public
programs. As it turned out, the perception of
unfair treatment based on enrollment in
public programs was the most common type
of discrimination reported by respondents.

Finally, based on focus group results and
community researchers” experiences, sections
of the instrument were augmented to assess
the availability and quality of interpreter
services, as well as trust, fear, and views of the
role of doctors or other health care providers
in the production of health. For example,
questions were added to assess respondents’
fears of their providers —fear their providers
may not do enough to find out what is really
wrong, may deliver care that makes them feel
worse, tell them they have an illness they do
not really have, and/or fail to find an illness
they do have.

Conceptual Equivalence & Interviewer
Quality

Participation by multilingual members in
the design of the English mail questionnaire
resulted in early attention to survey content
that would transcend cultural and linguistic
communities. However, concerns were voiced
that attention to finalizing the instrument in
English took precedence over the translations
into Spanish, Somali, and Hmong.
Multilingual members were in an ideal
position to review the translations and act as a
quality control mechanism for the telephone
surveys (including recruitment of skilled
interviewers).

Specific translation problems fall into two
categories: translations that were too literal in



orientation and errors in translation. In all
three languages, there was a tendency toward
literal translations that were not correct or
changed the meaning of a given statement or
question. A Spanish example was the
translation of “Indian Health Center” that
included a Spanish word for “Indian” that
could easily be confused with “from India.”
The Hmong translation often relied on the use
of high Hmong vocabulary that the majority
of Hmong do not use conversationally. For
example, most Hmong use the English word
“doctor” rather than “tus kws kho mob” (the
one who cures diseases). Additionally, literal
translation of the word “research” implies
something very different and frightening;
instead, the word for “survey” was used in
the revised translation.

Multilingual members also noted errors in
the translations (i.e., the translation added
text, deleted text, or was simply incorrect).
Although adult and child versions of the
instrument were virtually identical, it was
clear that the Spanish translations were
conducted by two separate teams (or
individuals): One was of higher quality than
the other. A number of questions (nine total)
prompt the respondent with the phrase
“Would you say” —for example, “In general,
how would you rate your overall health?
Would you say it is excellent, very good, good,
fair or poor?” In the Spanish translation, the
back translation instead yielded “It could be
said [response options]....” For one question,
the Spanish translators added a fifth response
option to a four-option response set in the
English version.

Subtleties of the Hmong language did not
receive sufficient attention. Specifically, in the
Hmong language, there are multiple ways of
saying “Yes/No,” and the response code
selected must correspond to the question
asked. For example, sometimes instead of
using “Yes/No,” the equivalent of “I
believe/do not believe” or “can do/cannot
do” is more appropriate. Attention to these
details improves the experience for both
interviewer and respondent. The Somali
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community members reviewing the
instrument felt some of the question
translations resulted in loaded phrasing of the
question or indicated a misunderstanding of
the concept the question was intended to
capture.

Dissemination Issues

Finally, the PMT continues to face
challenges in the dissemination phase of the
project. Although a participatory model
encourages ownership and willingness of all
members to share findings within their
communities, to date dissemination has been
initiated by institutional members alone. Even
though community researchers are involved
in presentations and manuscript production,
dissemination has been restricted to
professional communities. Time constraints
and lack of resources play a role in this. The
PMT is pursuing strategies for sharing study
results more broadly out of a commitment to
the participatory model, but this is contingent
upon acquiring additional funds.

CONCLUSIONS

We have argued that the participatory
nature of the project (despite the challenges)
benefited the quality of the survey and
resulting results. However, there are two
central questions left unanswered: Did we
achieve full participatory research? Should
participatory research matter to the survey
research community?

Did we achieve full participatory
research? No. If judged by the standards
outlined earlier, the process fell short. Time
and budgetary pressures worked against fully
meeting this goal. The implication for future
projects incorporating a participatory model is
the need to recognize that early identification
and active involvement of key community
partners is critical to project planning and
implementation. Attention should be given to
the additional time and resources that
participatory research requires. Developing
communication strategies and decision-
making rules early on will facilitate



movement from process to product. In
addition to benefits to the quality of the
research, the process provided intangible
benefits to the project team. These included
the benefits of working together for a project
that required learning about each other’s
cultures, which built trusting relationships
between individuals working on the project.
These relationships, in turn, have helped build
social capital that can be used by all project
members. Researchers from the community
and the institutional setting continue to work
together on a variety of issues including help
with student projects, letters of reference,
grant assistance and informal exchanges of
information about either community or
institutional concerns. These opportunities
would not have been possible without the
initial work toward building a partnership on
this research project.

Our continued commitment to
participatory research also partially answers
the second question —we believe participatory
research should matter to the survey research
community. It is possible to meet standards of
methodological rigor while still responding to
community concerns about survey content.
Involving communities fully in survey
research also serves a larger purpose.
Community members cannot always be
expected to be the “subjects” of research and
not the owners. Although too early to know, it
is hoped that community involvement will
encourage systems-level change (e.g., DHS)
and community application of study results.
Small projects such as ours will not result in a
sea change, nor do they begin to address the
wider problem of distrust in research.
However, the team of researchers assembled
believes that our experience was another step
in a long and difficult process of changing the
relationships between institutional researchers
and the community, and building trust.
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INTRODUCTION

Although many elements contribute to
the success of the National Health and
Nutrition Examination Survey (NHANES),
this paper focuses on community outreach as
a method of achieving and maintaining high
response rates. NHANES outreach is a nexus
of interactions between the community and
the survey staff. Here we describe the
complex process of advance arrangements,
where contact is made with local officials,
community leaders, religious leaders, the
media, and potential survey participants. The
goals of these efforts are to solicit community
participation, convey community and
individual benefit, and obtain cooperation
from the community and the individuals
selected for the study.

OVERVIEW OF NHANES

NHANES is one of the major data
collection programs of the NCHS. Designed
to assess the health and nutritional status of
adults and children in the United States, the
NHANES has been conducted periodically
since 1960. The eighth, most recent, and
currently ongoing survey began in 1999. All
NHANES are planned and conducted by a
team of NCHS and contractor staff.

The NHANES target population is the
civilian noninstitutionalized U.S. population.
The current NHANES oversamples low-
income Whites, adolescents 12-19 years of
age, persons age 60 and older, African
Americans, Mexican Americans, and
pregnant women.

The survey is comprised of a household
interview component and a health and
nutrition examination component. Every
year, approximately 6,000 individuals of all

67

ages in 15 counties across the country are
interviewed in their homes. Of these,
approximately 5,000 complete the health and
nutrition examination. Health examinations
are conducted in mobile examination centers
(MECs), which provide an ideal setting for
the collection of high quality datain a
standardized environment. Approximately
300-400 persons are examined during the 4-6
weeks of examinations conducted at each of
the 15 sites.

The major goals of NHANES are as
follows:

e To estimate the number and percent of
persons in the U.S. population and
designated subgroups with selected
diseases and risk factors;

e To monitor trends in the prevalence,
awareness, treatment, and control of
selected diseases;

e To monitor trends in risk behaviors and
environmental exposures;

e To analyze risk factors for selected
diseases;

e To study the relationship between
diet/nutrition and health;

e To explore emerging public health issues
and new technologies; and

e To establish a national probability sample
of genetic material for future genetic
testing.

ADVANCE ARRANGEMENTS

During a year’s time, NHANES is
conducted in fifteen locations throughout the
U.S., each site usually encompassing one
county. About four months prior to starting
field work in a given location, NCHS and



contractor staff initiate face-to-face meetings
with local officials and community leaders.
Our experience has shown that local health
departments are generally the best source of
local information and support for the study,
and we schedule our first meeting through
the local health officer. NCHS and contractor
staff develop a meeting agenda shared with
all attendees. The meeting may include a
number of health department personnel and,
in some cases, others invited by the
department director. Our primary objectives
are to convey the importance of NHANES, to
discuss the community’s role in the success of
survey operations, and to suggest the benefits
of participation for individuals selected for
the survey. Discussions at the initial meeting
provide a wealth of information about the
community. Our intention is to establish a
good working relationship with the health
department staff and to continue that
relationship throughout the advance process
and the field work.

Subjects discussed at the initial meeting
can be wide ranging, but the agenda always
includes specific items, including an
overview of NHANES, potential MEC sites,
local sociodemographic information, and
medical and dental referral sources for those
survey participants who may need them.
Significant time usually is devoted to
conveying the important contributions
NHANES data have made to improve the
nation’s health. Officials are given an
overview of the sample design so they can
understand how their community was
selected and the process of determining
which individuals will be asked to
participate. The benefits of participation also
are detailed. For example, all sample persons
participating in the MEC examination will
receive a report of medical and lab findings
in addition to a cash payment for their time
and effort. Many of these tests are not
routinely performed during regular physical
examinations, and sample persons may share
results with care providers if they choose.
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Because the location of the examination
center will be an important consideration in
the decisions of those who are asked to be
examined, a top priority of initial discussions
is to obtain advice on potential desirable sites
for MEC placement. Many logistical and
engineering considerations are entailed in
selection of the MEC site, such as type and
condition of ground surface; maneuverability
within the space when “parking” the MEGC;
and availability of electrical, water, sewer,
and telephone connections. But of equal
importance in the team’s evaluation of a
possible site are its centrality, accessibility to
major thoroughfares, and image in the
community. Discussions with health
department staff and other local officials
usually have provided concrete leads. In the
past, the MEC has been successfully located
on health department properties, on hospital
grounds, on local university campuses, on
hotel parking lots, at shopping malls, and at a
few quite unique sites.

The advance team asks health department
staff for information about local medical and
dental referral resources for sample persons
who might have a problem identified during
the survey exam but who do not have regular
care providers with whom to follow up. We
believe we have an obligation to refer these
people for appropriate care or treatment, and
we compile a list of clinics providing free or
sliding-scale services. In some areas, referral
resources may not be readily available or
hard to identify. However, we have found
that some way of providing needed medical
or dental care referrals to indigent people can
be found and that the health department
forum is always a good place to determine
the best course of action.

The advance team identifies other local
resources at this meeting. We request the
name of a nutritionist who could act as a
resource to the MEC nutritional interviewers
or who could refer a sample person for
nutritional counseling. Procedures for
handling medical emergencies at the MEC or
in the home are discussed and determined.



HIV testing facilities and counseling services
available in the county also are identified.

Prior to the meeting, survey staff develop
a demographic profile of the area. This allows
the team to focus on and discuss groups that
may require special outreach services, such as
translators, same-sex examining staff,
religious leaders and other community gate
keepers, etc. In addition, the community
profile that emerges from discussions with
local officials is a valuable reference for the
team as it performs the many tasks required
to bring the study to the community. Thus,
the initial meeting establishes a collaborative
process, and health department personnel
often feel they are working with the project
staff to achieve the best outcome for the
community and the study.

Another important part of the advance
arrangement and outreach effort is informing
a wide range of local officials and area
leaders about the study. We believe that this
is essential in building credibility in any
community and in creating a consciousness
of NHANES as a legitimate and important
data gathering effort. The NHANES is a high-
profile study in many communities, and
officials need to know what it is about and to
be able to answer citizens” questions when
they arise. About three months prior to the
start of field work, all local officials are
informed in writing about the NHANES
survey operations in their area. Specifically,
notification letters are sent to the state’s
Senators and Congresspersons, local mayors,
council members, fire department and law
enforcement officials, school superintendents,
religious leaders, and other community
officials. The letter provides the dates the
study will be in the area, indicates the
expected number of people to be examined,
and provides a name and phone number for
questions. An attachment provides additional
information on survey content and uses of
the data. Two weeks prior to fieldwork, these
same authorities are sent another letter giving
the addresses and telephone numbers of the
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local NHANES field office and examination
center.

MEDIA COVERAGE

Articles about the survey in local print
media have proven to be one of the most
important items in our interviewers” package
of information to encourage participation.
Such media coverage is invaluable in gaining
the cooperation of potential survey
participants. Television and radio spots also
enhance the legitimacy of the survey in a
community. Some health departments have a
public affairs staff, and those persons (or
person) can act as an important liaison to
local press, television, and radio. However,
the primary resource for obtaining media
coverage is a full-time NCHS staff member
dedicated to that task.

Approximately two weeks prior to
opening the field office in the selected area, a
media list is constructed using Burrelle’s
Data Base. The names of daily and weekly
newspapers, including foreign language
newspapers, are extracted, by dominant
market areas. After our initial meeting with
the health department, NCHS may obtain the
names of local media contacts from the public
relations staff. If contact information is not
available, calls are made to newspapers to
identify contacts. Press kits, which include a
cover letter, press release and a folio with
brochures, an overview of NHANES, data
briefs and data accomplishments, are sent to
each contact. Press releases are tailored to
local areas. Usually, several follow-up
telephone calls are made to ascertain whether
or not the newspaper will use the story. Our
initial objective is to place an article in one or
more local newspapers immediately prior to
the beginning of interviewer household
contacts. Ideally, the article should describe
the study, the contributions to national public
health made by NHANES, and the benefits of
participation. It is this kind of article our
interviewers want to have to show to
potential respondents. Articles are frequently



placed in local Area Agency on Aging
Newsletters.

When the MEC arrives and is set up,
NHANES presents an “open house” to which
local officials, selected guests, and the media
are invited. This is an opportunity for “live”
coverage and often attracts additional print,
television, and radio coverage. The field
managers on each field team are given media
training and act as the primary
spokespersons for the survey at each location.
They sometimes are given the opportunity to
do television and radio interviews and often
make presentations to community groups,
such as service clubs and other civic
organizations. Senior staff members from
NCHS also are called on for media interviews
if the occasion arises.

AT THE DOOR STEP

All households selected for NHANES are
sent a letter briefly describing the survey and
explaining that an NHANES representative
will be visiting. These letters are mailed
within a week or two before household
contacts begin. A copy of this letter, along
with many other materials that further
describe the study and the personal benefits
of participation and detail specific and easily
recognizable contributions NHANES has
made to the health of the nation, are carried
by interviewers as they visit households.
Although the mailed advance letter is in
English and Spanish, interviewers use a
language identification card to identify non-
English- and non-Spanish-speaking
households and are able to provide a copy of
the advance letter in eight different
languages. The language identification card
also identifies the need for a translator.

Interviewers and other field staff have
contributed significantly to the development
of numerous brochures and letters of
endorsement that target specific groups, such
as pregnant woman, the elderly, African
Americans, and Hispanics. Interviewers have
found this material crucial in converting
reluctant respondents.
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The goal of targeted brochures is to
emphasize the specific relevance of selected
aspects of the survey to that particular group.
When such relevance is emphasized,
motivation may be increased and perceived
burden reduced. For example, the NHANES
brochure for pregnant women highlights the
fact that information from past surveys
showed that women of childbearing age did
not have adequate levels of folate and iron in
their diets, which contributed to significant
public health programs and measures to
improve the health of women and their
babies. The NHANES African-American
brochure identifies medical conditions for
which African Americans are at higher risk,
such as hypertension, diabetes, and high
cholesterol — conditions that are assessed in
the NHANES examination.

Over the years, the survey field staff has
compiled numerous letters of endorsement.
Regularly, about one month prior to opening
a field office, letters are requested of the
Directors of the local Health Department and
the local Area Agency on Aging. These letters
also add legitimacy to the survey; these
agencies, which have been briefed on the
survey, provide a local resource for people to
verify the authenticity of NHANES activities
in their community. At times, letters of
endorsement also are received from Senators
and Congressional Representatives.
Endorsements from a number of national
organizations, such as NAACP and AARP,
are routinely available. Field staff frequently
request letters of endorsement from schools
of public health and medicine, local
universities, local organizations, and
community, cultural, and religious leaders.
Local letters of endorsement have been
particularly useful in eliciting the cooperation
of minority populations.

Sample persons are asked not only to
participate in a household survey, which may
require 60 minutes or more for each
household respondent, but also to travel to
the MEC site to participate in a health
examination and laboratory studies that



require providing blood and urine samples.
Interviews, travel to the MEC, and
examination time spent at the MEC may add
several hours to the time burden of the
survey task. To offset this burden, NCHS has
developed mechanisms for increasing the
individual benefits of survey participation.
Interviewers emphasize the opportunity for a
free health examination and numerous
laboratory studies not usually provided
during a routine physical examination. More
importantly, sample persons are informed
that some results will be available at the time
of the examination and lab results will be
forwarded to them within a few weeks in an
easy-to-read format that they are free to share
with their regular health care provider.
Sample persons also are told that they can
call a toll-free number to discuss abnormal
findings with the Medical Officer at NCHS
and, if necessary, can be referred to a local
clinic for further evaluation and/or
treatment. Further, those sampled are
informed that they will receive cash
remuneration for their time and that travel
expenses to the MEC will be reimbursed or
transportation will be provided if necessary.
We have found that potential individual
benefits of the health exam and lab studies
have been critical in maintaining high rates of
survey participation.

CHALLENGES TO OUTREACH
Community leaders are most interested in
health estimates for their county, and they
generally ask NHANES representatives for
community-specific data. Because the sample
is a nationally representative design, area-
specific datasets cannot be provided to local
authorities. NHANES is working to assist
local health authorities to obtain health
examination data for their area. This is being
accomplished by exploring the use of the
NCHS Research Data Center for local-area
estimates from other surveys, as well as
creating a Community Health and Nutrition
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Examination Survey to be piloted in selected
areas in the future.

Some communities have serious public
health problems, and local health officials
may believe a Federal survey’s data findings
would reflect poorly on the health
department’s abilities to manage public
health issues. The NHANES staff continually
informs health officials that data are
compiled for national estimates. Individuals
who live in communities where
investigations of disease outbreaks or other
public health problems or where situations of
possible environmental exposures may have
led to negative experiences with Federal
health officials may tend to mistrust
NHANES survey operations. The NHANES
program targets outreach to address specific
questions that may arise in such
communities.

Locked buildings, gated communities,
retirement homes, and university dormitories
are a continual challenge to survey
operations, and anticipation of these should
be incorporated into the advance
arrangements process. The NHANES
program is currently evaluating ways to
identify these in advance of survey
operations so contact can be made with
building management, homeowners
associations, and administrative offices to
seek cooperation for entry.

COMMENT

NHANES is a very complex survey and
requires the continuous monitoring of
response rates. Although we are becoming
more sophisticated in developing methods of
obtaining cooperation from local government
agencies, the media, and ultimately the
sample persons, we need to evaluate
quantitatively the extent to which outreach
actually contributes to participation. Over the
next year, we are focusing on research that
provides insight into participation rates and
the effectiveness of alternative outreach
strategies on different populations.



FEATURE PAPER: Nonresponse Among Persons Age 50 and Older
in the National Survey on Drug Use and Health
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INTRODUCTION

The National Survey on Drug Use and Health
(NSDUH)! is an ongoing cross-sectional face-to-
face household survey of approximately 150,000
households and 67,500 persons each year. It
collects data through audio computer-assisted
self-interviewing (ACASI) and covers the U.S.
civilian noninstitutionalized population age 12
and older. Response rates traditionally have been
highest among the youngest respondents and
lowest among the oldest, with the lowest rates
found in the 50 and older (50+) age group. The
introduction in 2002 of a series of methodological
enhancements to the study appeared to improve
the response rates for most age groups but had
only a small impact on the 50+ age group (Kennet
Gfroerer, Bowman, Martin, & Cunningham, 2003).

Because lower response rates make
nonresponse bias more likely, and since there is a
disturbingly low response rate among the 50+,
this paper aims to understand why this may be in
order to understand how the problem can be
ameliorated. This topic is of increasing
importance as the proportion of Americans in this
age group increases (U.S. Census, 1999).
Obtaining unbiased survey estimates will be vital
to accurately assess substance abuse treatment
need for older Americans in the coming years.
This need is expected to nearly triple by 2020 as
the baby boom carries its alcohol and drug use
into older ages (Gfroerer, Penne, Pemberton, &
Folsom, 2002).

The purpose of this paper is to provide a
better understanding of nonresponse among older
sample members in the NSDUH in order to tailor
methods to improve response rates and reduce
the threat of nonresponse error. This paper
examines the components of nonresponse
(refusals, noncontacts, and/or other incompletes)
among the 50+ in the NSDUH. It also examines
respondent, environmental, and interviewer
characteristics in order to identify the correlates of
nonresponse among the 50+, including
relationships that are unique to the 50+. Finally,

' The survey was called the National Household Survey on
Drug Abuse prior to 2002.

73

this paper considers the root causes for
differential nonresponse by age, drawing from
focus group sessions with NSDUH field
interviewers on the topic of nonresponse among
the 50+. The results show that the response
patterns are different for the 50+ age group than
for younger age groups and that the difference is
probably a function of different perceptions of the
interviewing process.

BACKGROUND

In an ideal situation, nonresponse would be
consistently low for all demographic groups in
the target population. Unfortunately, NSDUH
nonresponse is positively associated with
respondent age. This relationship has been
identified elsewhere in the survey nonresponse
literature. Herzog and Rodgers (1988) analyzed
data from several face-to-face surveys including
the Americans View Their Mental Health study
(AVMH) and the American National Election
Studies and found a linear decline in response
rate with increasing age. Refusal as a proportion
of all nonrespondents increased for the middle
years (35-74) and then declined, reaching
particularly low proportions among the oldest old
(75+). The reason for nonresponse among the
oldest age groups was less often outright refusal
than among the middle age groups. Groves and
Couper (1998) suggested that although the elderly
are more frequently at home due to their low
employment rate and reduced mobility, their
poor health may prevent them from survey
participation. Others also have noted that
increased age of household members negatively
affects survey cooperation (e.g., Redpath & Elliot,
1988).

Chiu, Riddick, and Hardy (2001) analyzed
data from the National Health Interview Survey
(NHIS) and found a different relationship
between response and age. They report that
difficulties in interviewing are experienced less
often in households containing seniors and
members with activity limitations when
controlling for all other predicting variables. They
believe that this is because these people are more



likely to be home during the day and because the
topic of health is viewed favorably among the
elderly. Kautter, Khatutsky, Pope, and Chromy
(2003) found no significant relationship between
age and nonresponse in their analysis of the
Medicare Beneficiary Survey (MCBS), another
household health survey. The idea that the topic
of health is salient to older respondents and that
they are more likely to respond to surveys that
deal directly with health topics could be
important to the tailoring of the NSDUH.

RESPONSE RATE & AGE IN THE NSDUH

Each year, approximately 150,000 households
are screened for the NSDUH. Basic demographic
information about the household and its members
is captured during a short screening interview.
When the screening is complete, 0, 1, or 2 sample
persons are selected for the full NSDUH interview
based on household composition. The screening
response rate for the 2002 NSDUH was 90.7%.
Sample members are selected for the NSDUH
interview with a predetermined proportion of
respondents in each of five age groups: 12-17, 18-
25,26-34, 35-49, and 50+. Interview response
rates? by age for the NSDUH survey years 1999 to
2003 are presented in Figure 1. Response rates
were successively lower for each sampled age
group in each year.? Across all years, response
rates were lowest for the 50+ age group and
highest for the 12-17 age group.* The difference in
response rates between these two groups
remained around 13% from 1999 to over 18% in
2002 and 2003. Response rates for each age group
increased from 2001 to 2002, and these increases
were statistically significant for all age groups
except the 50+.

The increase in response rates between the
2001 and 2002 surveys occurred about the same
time as several methodological changes
introduced during this period (SAMHSA, 2003):
The name of the survey was changed in 2002 from
the National Household Survey on Drug Abuse
(NHSDA); incentive payments of $30 were given

2 Unless otherwise specified, all rates presented in this
report are calculated using weighted data.

Because age is not collected until the screening
interview, screening response rates by age are not
available.

* This does not imply that people actually become less
likely to respond as they get older. The NSDUH data are
cross-sectional and cannot be used to measure such a
relationship.
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to all interview respondents beginning in 2002;
improved data collection quality control
procedures were introduced in the survey during
2001 and 2002; population data used in NSDUH
sample weighting procedures were based on the
2000 decennial census for the first time in the 2002
NSDUH; and the pair selection algorithm was
changed in 2002 to increase the pairs selected in
the 50+ age group. The pattern of change in
response rates by age between 2001 and 2002
suggests that these methodological changes had a
larger positive effect on the response propensity
of younger respondents than older respondents,
thereby creating even larger differences in
response rate by age. The remaining analyses
focus only on the 2002 nonresponse in order to
minimize the confounding effects of the
methodological changes.

ANALYSIS OF NONRESPONSE COMPONENTS
Nonresponse in the NSDUH can be
categorized into three components: noncontacts,
refusals, and other incompletes. Because each of
these components is the result of a different
process in survey participation, it is important to
understand which components are driving the
overall nonresponse in order to design and
implement effective strategies to reduce it (Groves
& Couper, 1998). The relative contributions of
each of these components to nonresponse may
vary with the age of the sampled person. For
example, older respondents may be easier to
contact because they spend less time out of the
home, but they may refuse at a greater rate than
younger respondents due to concerns with
personal safety. The relative contributions of each
of the components to NSDUH nonresponse are
examined in Figure 2, which presents the
weighted noncontact, refusal, and other
incomplete rates for the 2002 survey. Age has
been disaggregated into five-year categories to
detect any differences that might occur within a
particular age group. The 50+ group is not
homogenous in terms of reasons for nonresponse;
those 65 and older (postretirement age) may be
more likely to be at home and therefore may have
a lower rate of noncontact than those age 50-64.
As shown in Figure 2, nonresponse was below
25% for all age groups under 50 and above 25%
for all age groups age 50 and above. The main
reason for this difference was a higher rate of
refusals among the 50+ compared to those under



Figure 1. Weighted Interview Response Rate (IRR) by Age: 1999-2003

95%

90%

85%

80%

75%

Weighted IRR

70%

65%

60%

1999 2000

2001

Year

2002 2003

‘ ——12-17 —=—18-25 —a— 26-34 —x—35-49 —x— 50+ ‘

Figure 2. Weighted Nonresponse Rates by Five-Year Age Groups: 2002
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50. Refusals for all ages below 50 in 2002 were
below 15%, and refusals for all ages 50 and older
were above 15%, though the rate of refusals for
those 70 and older was only slightly higher than
the rate for those age 40-49. The rate of
noncontacts was near 5% for the ages 20-59 and
then declined starting at age 60. For the oldest age
groups, it was almost a nonfactor. The relatively
higher rate of other incompletes among the oldest
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sample members also contributed to higher
nonresponse for those age groups.>

It appears that lower response rates among
older respondents are due to relatively higher
refusal rates and, in the oldest age categories,
other incompletes, as compared to younger

® Nearly one-fourth of the 80+ sample members did not
complete an interview because they were physically or
mentally incapable.



sample members. Because refusals have such an
impact on nonresponse among this age group and
because it is a component that may be reduced
through a tailored methodological approach, the
remainder of this analysis is focused on refusals
among the 50+.

ANALYSIS OF REFUSAL CORRELATES

Previous research on the NSDUH and other
surveys has demonstrated that, in addition to age,
numerous factors affect nonresponse (Eyerman,
Odom, Wu, & Butler, 2002; Groves & Couper,
1998). To assess the impact of respondent,
household, environmental, and interviewer
characteristics on the likelihood of refusal among
those 50 and older, the available NSDUH data
were analyzed on the possible correlates of
gender, race, ethnicity, number of respondents
selected per household, household composition,
population density, socioeconomic status (SES),
region, and interviewer experience. Noncontacts
and other incompletes were excluded from this
analysis because their inclusion in the refusal rate
denominator could result in misleading
conclusions. Among the 50+ sample members,
refusals were most common for those with these
characteristics: in households where two sample
members were selected for the interview; in two-
person households; in households with no
members under age 18; in non-single-parent
households; in Metropolitan Statistical Areas
(MSAs) with 1 million or more residents; in high-
SES segments; in the Northeast region; when the
respondent and field interviewer (FI) were of
opposite sexes; when the respondent was
White/ other being interviewed by a Black FI¢;
when the respondent was interviewed by a FI
under age 507; and when the respondent was
interviewed by an inexperienced FL.

The correlates of refusal were similar for
sample members 50 and older compared to all
sample members. There were few differences in
terms of characteristics of sample members most
likely to refuse. Among sample members of all
ages, those in households where one respondent
was selected for an interview refused more often
than those in households where two were

6 Although the FI Hispanic/R Black combination had the
highest refusal rate, there were too few cases of this type
to make this a meaningful result.

"The highest refusal rate is actually found most often
where FI's age was unavailable, but this rate is very close
to that for FIs under 50.
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selected. The FI/respondent race combination
that had the highest rate of refusals was that in
which the FI was Hispanic and the respondent
was White/other. Refusal rates were significantly
lower for all respondents compared to 50+ age
group for most types of sample members;
exceptions are households of five or more persons
and some FI/respondent race combinations.
Logistic regression models were run to
simultaneously test the effects of these measures
on refusal propensity. The first model was limited
to all sample members 50 and older. Refusal
propensity was not significantly different among
any age group over 50. Sample members in
households with one or two members were
significantly more likely to refuse than those in
households with five or more members. However,
the presence of a minor and single parent status
were not significant predictors among the 50+.
This suggests that older sample members living in
small households (one or two members) are much
more likely to refuse, regardless of the age of the
other household members. Among the 50+,
sample members in densely populated areas were
significantly more likely to refuse than those not
living in such areas. The combination of FI and
respondent gender was a significant correlate of
refusal in the case where the respondent was male
and the FI was female (compared to when both
were female). Compared to the scenario in which
the FI and respondent were both White/other,
refusal was significantly less likely when both the
respondent and FI were Hispanic and when the
respondent was Black and the FI was
White/ other. Cases finalized by inexperienced Fls
were significantly more likely to result in a refusal
than those worked by highly experienced Fls.
Most of these relationships were replicated
when respondents of all ages were included in the
model. But unlike with the 50+, the full model
showed no significant relationship between
number of respondents selected in the household
and refusal propensity. This difference may be
due to older respondents not having time or not
being willing to devote their collective available
time to the survey. It is possible that the increase
in the number of selected pairs containing an
older person in 2002 may have had a detrimental
effect on response rates among older sample
members.



FOCUS GROUPS WITH FIELD INTERVIEWERS

To address the question of why those 50+
refuse at a higher rate than those under 50, we
conducted focus groups with NSDUH
interviewers, who have the most direct contact
and experience with respondents. The focus
group data suggest that fears and misperceptions
are factors in the response process for older
respondents. A fear of scams among this group
may lead to an aversion to inviting unknown
persons into their households. Also, apprehension
toward the electronic hand-held device used by
interviewers to enter screening data and the
ACASI laptop may affect participation among the
50+. This is consistent with studies that have
found that older adults have significantly higher
computer anxiety than younger adults (Laguna &
Babcock, 1997). Another commonly reported
misperception among older respondents is that
they have nothing to offer the study. Interviewers
report that many respondents say, “I do not use
drugs, so you don’t need to interview me,” or
“My experiences are irrelevant to this study.”
Hoinville (1983) argues that relevance or interest
in the survey topic might be a critical factor in
obtaining high response rates among older adults.

Increasing the public’s awareness of the study
through contact with local police and public
health departments as well as press releases to
local newspapers could help raise awareness
among community residents and enhance the
perceived legitimacy of the study. While
interviewers reported that the $30 incentive is
helpful in gaining the cooperation of most
respondents, money was not the prime motivator
for this group, and in some cases, the incentive
actually raised suspicions of fraud or scams.

All interviewers agreed that a great deal of
patience and friendly professionalism is needed to
gain the cooperation of 50+ sample members.
Gaining the respondent’s trust is an important
step that needs to be taken before attempting to
complete a screener or interview. Interviewers
also reported that the survey provides an
opportunity for parents or grandparents and
children to communicate on the subject of drugs
and provides a positive shared experience and
that 50+ respondents may be motivated by their
concern for children and society in general.
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DISCUSSION

To combat the effects of lower response rates
among older sample members, a variety of
methods have been implemented on other
surveys including tailoring the questionnaire for
older respondents (Jobe, Keller, & Smith, 1996);
providing mode options and allowing proxies to
respond for older sample members; employing
interviewers with strong interpersonal skills
(NESC, 2002); developing a special interviewer
training module (NESC, 2002); using a slower
pace in the interview to increase comfort (NESC,
2002); alleviating respondent fears (Moorman,
Newman, Millikan, Tse, & Sandler, 1999); and
converting refusers with a financial incentive$
(NESC, 2002).

Several protocol changes and methodological
enhancements have been considered on the
NSDUH to improve the response rates for the 50+
age group. These possible changes include
adjusting training modules to better cover the
concerns of the 50+ age group; altering the lead
letter and refusal conversion letter to emphasize
concepts that are salient to the older population,
such as civic duty, the problems of drug-related
crime, or the potential benefits for the younger
generation (e.g., grandchildren); developing
alternative modes for interfacing with the ACASI
interview, such as a larger keyboard, a keypad
tailored to the instrument, or a touch screen;
conducting a public health communications
campaign at the local level prior to data collection;
evaluating the potential for a differential incentive
payment (higher or lower) for the 50+ age group
based on lessons learned from planned focus
groups with potential respondents in this age
group; and tailoring a few brief video clips using
individuals recognized by the general public and
well-respected by the 50+ population that could
be played on the interviewers’ screening devices.
While the goal is to reduce the potential
differential nonresponse error, care should be
taken to avoid additional measurement error in
the 50+ age group through changes in the survey
materials or in the interaction between the
interviewer and the respondent that cause the
respondents to self-report differently.

8 There are questions about the ethics and fairness of the
use of targeted incentives for certain subgroups of interest
or for refusal conversion (Groves & Couper, 1998).



CONCLUSION

This paper has shown that nonresponse in the
NSDUH is higher among the 50+ than among any
other age group and is primarily due to a high
rate of refusals, especially among sample
members age 50-69, and a high rate of physical
and mental incapability among those 70 and
older. Taken together with evidence from
interviewer focus groups, it appears that the
higher rate of refusal among the 50+ may, in part,
be due to fears and misperceptions about the
survey and interviewers” intentions. Increased
public awareness about the study may allay these
fears. While an increase in the incentive amount
may not automatically increase response rates
among this group, other protocol changes and
methodological enhancements may be effective.

The next step in this analysis is to conduct
focus groups with potential NSDUH respondents
age 50 and older. The thoughts and concerns of
these participants will help guide the design of
tailored methods that can be tested and
implemented in order to assure the most accurate
survey estimates possible.
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SESSION 2 DISCUSSION PAPER: Community Participation and
Community Benefit in Health Survey
Research: An Alternative Perspective

Robert L. Santos, NuStats Partners, LP

Health survey research is typically —and
from a scientific research perspective —
appropriately attuned to achieve specific
technical/ statistical objectives. However, to
adopt such a paradigm ignores the obvious
context in which health survey research is
conducted: that of a community setting (or a
collection of communities). The papers
presented in this session have effectively
demonstrated the need for community
support and participation in conducting
effective health surveys. These papers also
have demonstrated the range of community
partnership and involvement that is possible
in health surveys, with the most intensive
community involvement emulating the
Participatory Action Research (PAR) model as
discussed in Minkler and Wallerstein (2003).

The papers in this session illustrate the
trade-offs of the PAR model versus the more
traditional approach of a top-down survey
operation (where the researcher solicits the
cooperation of the community in facilitating
the conduct of the research study). It is clear
that community participation via the PAR
model (wWhen implemented correctly) offers
specific enhancements to the research design
that the traditional approach alone cannot
provide. That is, community participation in
research is good science:

¢ PAR can be used to improve measurement
and increases response rates among the
most at-risk populations; and

e PAR can provide qualitative, contextual
insights that quantitative analysis alone
cannot produce, thereby enhancing
quantitative research findings by
providing direction to policy makers.

The remainder of this paper addresses the
following areas related to community
participation and benefit:
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e Research goals and their role in guiding
research design,

e Research ethics,

e Threats of the PAR model, and

e Suggestions for local and national health
survey research studies on how to adopt
more of a community participatory

approach in order to reap some of the
benefits afforded by the PAR model.

RESEARCH GOALS DRIVE SURVEY
DESIGN & METHODS

The PAR approach calls for the
involvement of communities in the research
process as a partner in the study and often is
couched within the context of operations —
how to form/operate the partnership and
benefit from higher levels of subject
participation. However, something
fundamental to the research process itself is
altered by adopting the PAR approach: The
research goals change. It is important to
recognize this because it is central to the
success of the community participatory
approaches to research.

The research design and methods used in
a health survey are selected for a single
purpose: to achieve the research goals of the
study. This is a basic tenant of scientific
research —to choose a design and methods
that efficiently and effectively achieve the
research goals. The papers in this session
illustrate well the PAR and traditional
research approaches to community research.
On more than one occasion in these papers,
there is mention of a tension between the
researcher and the community in terms of
competing goals. This tension stemmed from
the community needs to gain useful action-
oriented information from a research project
relative to the researchers’ needs to
scientifically gather information that meets



specific research questions (typically but not
always in the context of a quantitative,
probability-based sample survey).

The PAR approach is aimed at relieving
the tension that accompanies the traditional
research design. The source of this tension lies
in the scientific research goals of the study
being conducted. Traditional approaches
adopt quantitative research goals of
measuring specific constructs, estimating
population parameters and associations, and
monitoring trends over time — these are
surveillance goals. On the other hand, PAR
adds a qualitative research goal of
understanding the “hows” and “whys” of
certain health behaviors in local communities
(to acknowledging and attending to
community needs) in a way that permits
development of actions at the local level. The
PAR model essentially evolves and amplifies
the research design so that it serves two
distinct albeit complementary research goals
(i.e., quantitative and qualitative goals).

By thinking about participatory research
from this perspective, some interesting
fallacies about traditional and participatory
research approaches emerge. First, an
underlying fallacy of the traditional approach
is that it assumes valid constructs and
measures for all members of the population,
including those with known, acknowledged
problems of cultural relevance and linguistic
equivalence across languages. On the other
hand, the underlying fallacy of the PAR
model is one of human nature. Unless
researchers and government agencies enter
into research partnerships at the concept
phase of the research project, the qualitative
research goals at the local community level
always will be delegated to secondary status.
This means that community-based goals are
ultimately optional and disposable (e.g., at the
first signs of a budget overrun or a schedule
delay).

To illustrate these “fallacies,” consider the
studies discussed in this session’s
presentations. The National Household
Survey on Drug Abuse and the National
Health Examination Survey employ a
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traditional approach and espouse quantitative
goals of estimating and monitoring
population parameters. They presume
robustness in their measurement of
subpopulations, including language
minorities and other subpopulations, such as
the elderly. Yet these subpopulations are the
most challenging for gaining cooperation, and
their responses exhibit higher levels of
measurement error when responses are
elicited. These shortcomings could have been
identified through a participatory research
model, and actions could have been taken to
address these problems. At the other extreme,
the study of colonias in Texas employed a PAR
approach and used nonprobability sampling
to generate information, suggesting that the
qualitative goals dominated the research
agenda. While the research was useful for the
community, it does not have the same ability
to generalize inferences relative to that of a
quantitative research design (e.g., probability
sample survey). Finally, consider a
participatory research approach “in the
middle” —the California Health Interview
Survey. We see both qualitative and
quantitative research goals pursued with
concerted efforts to engage community
participation, but at a price in terms of time,
human resources, and dollar expenditures.
Looking at the researcher-community
tensions that accompany community-based
health survey research and adopting the
perspective that PAR fundamentally involves
the adoption of dual research goals, the
following conclusions can be reached:

e Any discussion of community partnership
and participation in health surveys should
explicitly address the research goals of the
study; to the extent they can be clarified,
there will be a better understanding with
which to address community-researcher
tensions.

e PARis an approach that can be
implemented at varying intensities along a
continuum. At one extreme is the PAR
model involving full community
partnership in the research, while the



other extreme is the traditional top-down
approach (where the research solicits the
community’s cooperation with no say in

the research).

e Discussion of community partnerships in
health surveys should explicitly articulate
the important implicit assumptions
underlying the quality of the data to be
collected. Central among these in the
health survey research arena are the
cultural relevance and linguistic
equivalence of health measures.

RESEARCH ETHICS AT THE COMMUNITY
LEVEL

To what extent are researchers ethically
bound to provide results, information,
and/or feedback to the communities that
participated in the research? On the one hand,
rigid human subjects protection protocols
exist for individual participants, as evidenced
by the mandatory Institutional Review Board
(IRB) reviews and Federalwide Assurances
required for federal grant research (not to
mention the Privacy Act).

But what about groups of participants
within a community? If an unusual disease or
health risk within a specific community is
discovered during data collection or through
analysis, what (if any) responsibility does the
researcher have to communicate this to the
community? The challenge is to get relevant
information to the community without
immolating the confidentiality of the research
subjects. Community partnerships can help to
fulfill such an ethical obligation without
compromising subject confidentiality because
community partners are members of the
research team and therefore have access to
privileged information (while maintaining an
obligation not to disclose individual
information). As such, they can act/plan for
the benefit of the community in ways that
nonpartners are unable to act.

DISADVANTAGES OF THE PAR MODEL
The Participatory Action Research model,

when implemented well, can effect “good

science.” But relative to the traditional
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approach, the benefits of PAR are accrued at a
price:

e Research goals are altered to include those
related to community benefit (many see
this as an advantage, but some researchers
who value a high degree of individual
ownership may view this as a
disadvantage).

e A larger management infrastructure
(committees) is needed.

e PAR approach requires more funding to
manage the larger team.

e Specialized staff (to properly manage the
group processes) are needed.

e A longer and more flexible schedule is
needed.

e A process to collect and digest input and
effect decisions is needed.

e There is a risk of political influence or
local “blow-ups.”

At what point, if any, do the downsides of
the PAR approach to health surveys outweigh
the benefits? Cost-benefit models should be
developed to help frame the appropriateness
of community partnerships. This should
reflect the number of communities involved,
the “at-risk” subpopulations that would most
benefit from partnership, and the goals/uses
of the research. While there are obviously no
steadfast rules, the benefits of PAR in
addressing the problems of measurement
error of at