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Introduction

We are pleased to present this volume of papers and discussion from the 10% Conference on Health
Survey Research Methods, which was held in Peachtree City, Georgia from April 8-11, 2011. It has now been
36 years since the first such meeting was held in 1975. While the specific methods and research questions
have evolved considerably over this period, the importance of these meetings for summarizing current
knowledge and identifying future research priorities remains.

This conference almost did not happen. Spending authorization for the federal government was due to
expire at midnight on the first evening of conference, and it was unclear that Congressional leaders would
approve a new budget. The participation of federal employees, who represented a quarter of those planning
to attend the conference and a third of the papers to be presented, was thus placed in jeopardy. Conference
organizers reviewed options, including canceling or postponing the conference, in the final days before the
meeting was to take place. Acting in an uncertain environment, we elected to proceed with the original
conference plan that had been developed by the Steering Committee over the previous two years and hope
for the best. As the Conference’s opening keynote addresses were given, negotiations continued in
Washington. Our only certainty was that one of two things would happen the next morning: either some
conference participants who represented federal agencies would be required to leave the conference (due to
a shutdown of the federal government), or some, who had delayed their departures due to uncertainty,
would arrive. At 12:40 A.M., 40 minutes after the expiration of federal spending authority, Congress agreed
to a Continuing Appropriations Act (H.R. 1363), and a shutdown was averted.

The conference proceeded on schedule, with five sessions and 27 formal presentations over the ensuing
two-and-a-half days. All papers originally scheduled for delivery at the conference were presented, in some
cases by surrogates stepping in for federal employees who were unable to make travel arrangements
subsequent to the budget agreement. The sessions on the first full day of the conference focused on specific
health survey content domains and measurement issues. The second day targeted specific methods and data
sources, including online panels and administrative records. The final session took the conference
participants further beyond traditional data collection methods to personal digital assistants, social media,
and virtual worlds. “Fitness for purpose” was a recurring theme of this conference, as participants identified
the pros and cons of alternatives to conventional methods and sources and types of data. Another recurring
theme was the potential for innovative statisticians to find ways to reduce survey error through
measurement models, imputation, and weighting, albeit with increased demands on the skills of data
analysts.

The conference included three keynote speeches. The opening address by Jack Fowler provided a broad
historical overview of this conference series by someone who has attended all but one of them. The next
address by Ed Sondik, director of the National Center for Health Statistics, highlighted the ongoing needs
for quality health survey data to address public health priorities and inform health reform policy, yet he also
emphasized that budget concerns lead to significant uncertainty at federal health agencies (see “shutdown,
government”) and the need to leverage investments in existing data systems. Norman Bradburn closed the
conference with an integrative summary of the topics covered by the various paper presentations, and he
used them to help frame a future research agenda. We were grateful and honored that each agreed to speak
at this conference.

It is with great pleasure that we acknowledge the generous support of a variety of public and private
organizations who contributed financially to this conference. These include Abt Associates, the Agency for
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Healthcare Research and Quality (AHRQ), the Battelle Centers for Public Health Research and Evaluation,
ICF/Macro International, the Lewin Group, Mathematica Policy Research, Inc., the Mayo Clinic, the
National Center for Health Statistics, the National Cancer Institute, NORC at the University of Chicago, the
Rand Corporation, RTI International, the Substance Abuse and Mental Health Services Administration,
SSRS/Social Sciences Research Solutions, the University of Michigan Institute for Social Research, and
Westat. Without their support, the conference would not have happened.

We are also grateful to have had the opportunity to work with an unusually strong and supportive
Steering Committee of individuals who insured that the diverse perspectives of federal and non-federal
research organizations were represented throughout the planning and organizing process. Their knowledge
and counsel proved invaluable and vital to the success of the conference, as did their leadership in
organizing the various conference sessions and their collective willingness to step forward to help address
the various logistical challenges that the potential government shutdown presented to us immediately
before the start of the conference. Members of this committee included Timothy Beebe, Jeanine Christian,
Anne Ciemnecki, Michal Davern, David Dutwin, Brad Edwards, Trena Ezzati-Rice, Joe Gfroerer, Richard
Kulka, Jim Lepkowski, John Loft, Judie Mopsik, Ed Spar, and Gordon Willis.

A great debt of gratitude is also due to Diane O’Rourke, Conference Organizer for this as well as the
previous four conferences in this series. Her professionalism, organizational skills, careful planning, and
ability to “herd cats” insured a successful and productive meeting. Thank you, Diane. We are also very
appreciative of the excellent support provided by Lisa Kelly-Wilson, who has now assisted Diane in
successfully coordinating two Health Survey Research Methods conferences and has taken on responsibility
for editing the proceedings of the last three conferences. We also must acknowledge Nancy Lockmiller, who
handled all of the details that none of us think about but desperately need to have addressed in a competent
manner. A special thanks also to Ed Spar at COPAS, who came to our rescue by providing us with a stable
and transparent mechanism for collecting and holding financial contributions to this conference, which
came from 15 organizations. As in the past, the federal health agencies (most notably, the Agency for
Healthcare Research and Quality, the National Cancer Institute, and the National Center for Health
Statistics) were steadfast supporters.

The remainder of this volume chronicles the rich papers and provocative discussions that took place
during the course of this meeting. We note that the Introduction to the proceedings from the First
Conference on Health Survey Research Methods in 1975 concluded that “this report is tentatively planned
as Volume 1 of a series of such conference proceedings on advances in health survey research methods.” We
respectfully submit Volume 10.

Stephen J. Blumberg Timothy P. Johnson
National Center for Health Statistics Survey Research Laboratory
Centers for Disease Control and Prevention University of Illinois at Chicago



KEYNOTE: A Brief History of the Nine Conferences on Health
Survey Research Methods

Floyd J. Fowler, Jr. (University of Massachusetts-Boston)

Airlie House (now known as the Airlie Center) is located in a rural setting about 50 miles south of
Washington, DC. In 2011, it is a state-of-the-art conference center, at least as far as I could tell from its Web
site. However, my memory is that the rooms were pretty spartan in 1975: all participants shared a room
with two twin beds, and the rooms lacked televisions and telephones so attendees could focus on the subject
of their conference.

In early May 1975, the Washington Bullets were in the NBA playoffs. The Bullets ended up losing in the
finals to San Francisco, but they were winning at the time of the conference. In the evening hours, following
the fortunes of the Bullets on the television in the pub was a distraction for some of those from DC.
However, for the most part, the first conference on health survey research methods was a total immersion in
methodological issues for the better part of three days.

Then, as now, the two federal agencies most concerned with using surveys to collect health-related data
were the National Center for Health Statistics and the National Center for Health Services Research (since
transformed into the Agency for Healthcare Research and Quality). The two agencies jointly sponsored and
funded the conference.

The central idea of the conference was to bring together a range of people from different disciplines who
were active in survey methods research to share ideas about survey methods. Then, as now, research about
survey methods was presented at a variety of meetings and published in a wide range of journals. One
result of the conference was to create a document that summarized the state of current knowledge and an
agenda for needed research about how to collect survey data.

Fifty-five people attended that first conference. The conference consisted of four half-day sessions. There
were no formal papers presented. Rather, the session leaders laid out a summary of some of the things that
they thought had been established and a set of issues, which became the agenda for a group discussion. At
the end of each session, an effort was made to summarize what was known, what questions remained, and
what priorities should be for further research.

For each session, there was a rapporteur —a person responsible for recording the elements of the
discussion. At the end of the conference, the session chair and rapporteur were responsible for writing up a
summary of the session, including the discussion, for inclusion in the conference report before they left the
conference.

I believe that Norman Bradburn and I are the only people who attended the Airlie House conference
who also are attending the 10" conference in 2011. LuAnn Aday and Don Dillman, who were also at Airlie
House, were invited but unable to attend this conference.

The second conference was held in Williamsburg, Virginia, in 1978. It was larger, going up from fewer
than 60 to over 80 attendees. Another change for this conference was that each session was introduced by a
formal “commissioned” paper summarizing a set of issues to be addressed, and there was a formal
discussion paper for each “problem” paper, but the emphasis was still on the floor discussion to generate a
summary of the state of knowledge. The idea of having rapporteurs to capture the key elements and
conclusions in the proceedings was retained.
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The third conference was moved to Reston, Virginia, closer to Washington to save travel money for
government attendees. The third conference also further amended the initial structure by having multiple
papers presented at each session, along with one or two formal discussion papers per session. One of the
most obvious effects of these changes in the program is that the published conference proceedings grew
from about 60 pages the first year and 90 pages for the second conference to about 300 pages for the third.
The proceedings have not come in at fewer than 200 pages since the second conference. The format change
initiated in the third conference of having several formal papers and discussion papers for each session has
been maintained ever since.

One other historical item of note: The first three conferences all had the same six nongovernmental
members of the planning committee. However, shortly before the third conference, two tragedies occurred
when Leo Reeder died in an airplane crash and Elijah White, who had been the NCHS representative on the
second and third planning committees, was killed in an auto accident. Thus, after the third conference, the
planning committee began to expand and evolve.

The fourth conference, in 1982, near the beginning of the first Reagan administration, was held in a time
of fiscal austerity. For the first time, outside help, in the form of a grant from the Milbank Fund, was needed
to supplement funds available from NCHS and NCHSR. The location was right outside Washington, DC.
Attendees stayed in a 4-H Club Conference Facility. Austerity also was reflected in the fact that those who
lived in the DC area were encouraged to eat and sleep at home, rather than stay at the conference facility.
Proximity to DC also made it hard for some attendees to stay away from their offices for two and a half
days. Altogether, the fourth conference was probably the least conducive to focused attention on
methodology.

The longest gap in the series was between conferences four and five. However, the conference was
renewed in 1989. This time the conference planners addressed the temptations of those in DC to head off to
work in a big way: the conference was held high in the Rocky Mountains, a good long ride from the Denver
airport. The format was now set, with most sessions consisting of several research papers and one or two
formal discussants but still plenty of emphasis on the floor discussion.

The sixth conference also was held in the Rocky Mountains. The main innovation associated with
conference six was that the number of federal sponsors began to grow. While NCHS and, by then, AHCPR,
were still core sponsors, for the first time they were joined by several other federal agencies. A trend since
the sixth conference has been a growing list of federal agencies that have participated in supporting the
conference and that participate in planning the conference themes.

Conference six was also notable as the kickoff of the Diane O'Rourke era. Every conference has had a
conference chair, and for the first six conferences, the chair’s institution received the grants that funded the
conference and administered the expenses connected with the conference. Typically, someone who worked
with the chair was responsible for managing the conference logistics: everything from coordinating
communication with the participants to making arrangements for hotels, for travel, and for managing the
conference funds. Diane played that role in 1993, when the University of Illinois was the “host”
organization. However, Diane had such an aptitude for, and interest in, managing the conference details
that she was retained in the role of conference coordinator for the seventh conference, the eighth, the ninth,
and now the tenth. Her place in the history of these conferences is now firmly established.



I'd like to return to the visionaries who started this conference some 36 years ago:

The Center Directors: Dorothy Rice of NCHS and Gerald Rosenthal of NCHSR.

The NCHS staff members who were on the original planning committees: Robert Fuchsberg and
Elijah White from NCHS; and Sherman Williams, Bill Kitching, Bill Lohr, and Joseph de la Puenta
from NCHSR.

The original rapporteurs, who inspired all the rapporteurs who followed in their footsteps: Ron
Anderson, Jack Fowler, Monroe Sirken, and Kirk Wolter.

And the original nongovernmental members of the first three conference planning committees: Leo
Reeder, Charles Cannell, Bernard Greenberg, Dan Horvitz, and Seymour Sudman.

These people created a conference that is different from all others. A few things have changed:

1.

2
3.
4

There are now formal papers rather than just a discussion leader with an outline of issues.
The founders envisioned a biennial conference, but the average has been about every 3.5 years.
There are more sponsors.

The conference is bigger, largely reflecting representation from a larger group of sponsors.

But look at all the features that have endured:

1.

2
3.
4

i

10.

The conference is by invitation only.
All invitees have their expenses covered.
The conference is entirely in plenary session.

All attendees are expected to stay for the entire conference because they are attending not just to
listen but to contribute to the discussions.

Each session has a focus; the topics are integrated, not just a set of papers.
There are invited discussants for each session to help highlight the key theme and issues.

Floor discussion is an important part of the conference, and there are invited rapporteurs whose job
it is specifically to capture the discussion.

Chairs and rapporteurs have to stay after the conference to complete a draft of their summary of the
discussion and the key takeaway points from each session.

The proceedings are published, and they include the chair’s summary of the key methodological
conclusions and needs for research that emerged from the conference.

While a number of federal agencies contribute to the sponsorship of the conference, and their
support is critical, the National Center for Health Statistics and the Agency for Health Research and
Quality, the grandchild of the National Center for Health Services Research, are still core sponsors.
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The fact that the key features of a conference that the founders envisioned 36 years ago are still largely
intact is a great tribute to their vision. But we should not focus solely on the structural features of the
conference.

The most important function of this conference is to remind those who collect and disseminate health
data that methods matter. In all times and places, there will be new challenges to old methods of doing
surveys. There will be pressures to collect more data with less money, sometimes in ways likely to
compromise the quality of those data. The federal government, directly and through grants and contracts to
others, collects a tremendous amount of survey data, seemingly more each year. This conference brings
together those who think the most about survey error and provides an environment in which they can talk
together for almost three days about what they know and how methodology affects the confidence we can
have in our data. This conference provides a periodic reminder to those who collect and use survey data that
we must continuously take stock and review our methods to make sure they are as good as they can be. This
conference provides a research agenda to encourage investing some of the money devoted to collecting new
data in studies of our methods. This conference is a time to remember that collecting a lot of data is not the
point; the point is to collect good quality data that accurately informs us about issues that matter. And that
is what these Heath Survey Research Methods Conferences are all about.



SUMMARY OF WELCOME AND KEYNOTE SESSION

Gordon Willis (National Cancer Institute) and Brad Edwards (Westat)

Jack Fowler provided a recap of the nine previous Health Survey Research Methods (HSRM)
conferences stretching back to 1975, and Edward J. Sondik spoke of anticipated future data needs. Chair
Stephen Blumberg opened the floor for discussion. The discussion focused on one major theme: the
importance of social network data.

What can we as researchers do to make data collection on social networks more productive for
policymakers? The federal government has not made a commitment to using social network data despite its
potential. Two related examples are wellness and obesity prevention. We can easily collect data on what an
individual physician does to counsel patients on wellness behaviors, but we rarely know what influences
that physician. What meeting is he or she attending? To what other practitioners is he or she talking? What
are other physicians in his or her practice doing about wellness?

While we all agreed that we are influenced by our social inputs, we also admitted a lack of knowledge
about the social influences we should study. Ed Sondik mentioned that there are papers from the
Framingham studies but not much beyond that. The National Institute on Aging’s longitudinal National
Social Life, Health, and Aging Project and the National Health and Aging Trends Study are addressing
social networks, but there is little or no focus on social network research across the federal statistical
agencies.

The behavioral data we could collect are not complex. While we do know it would cost more money (as
any additional data collection would), we do not know precisely what is influential and how we would use
the data. We need to learn more about the value of social networks and associated data for decision making.

Jack Fowler challenged the group to talk to respondents and proxies about what influences their lives.
Ed Sondik agreed, using the county he lives in as an example, and avowed that having these data would
lead to better decision making at the state and county levels. Such data collection requires partnering with
respondents and data users in communities.

The private sector already is mining massive private databases to study social networks. A famous
example is telephone record detail files. By examining who is calling whom, one can see what influential
nodes exist in a city. Then, the approach is to influence the influencers. It is a way to leverage information
dissemination. This is not part of the standard survey model and carries large privacy issues. But the data
are there and are already being used by the private sector.

Most of these data are collected passively. Most of the time, we (as respondents) are unaware that any
data are being collected about our behaviors. Consent to this data collection is not well informed, and often
the data are shared with others without our consent. While these data are prolific, the quality metrics are
different from those typically used in health survey research methods, and health survey researchers are
uninformed about them.

Ed Sondik and others noted that other data already exist that could also inform social network studies,
but these data are largely untapped for this purpose. Numerous NCHS longitudinal studies collect
household rosters. These data on population dynamics are quite valuable and worth pursuing, but there are
barriers to use. Because of the large amount of resources needed for data collection, resources for analysis of
the data are limited. Second, much of this information is not accessible to those outside the agency. Dr.
Sondik emphasized the need for intramural budget allocations across the federal statistical agencies to work
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with social network data. He hopes this idea will move forward with support from Bob Groves at the
Bureau of the Census. Perhaps it could begin with National Institutes of Health staff.

This dynamic discussion addressed a unique need for future data exploration and set the stage for the
five sessions that followed.

A research agenda on social networks and networking and their potential role in survey research could
be drafted from this discussion, to be refined and explored before the 11" HSRM conference three or four
years from now. Here are some questions to begin the work:

1.
2.

How can data collection on social networks be made more productive for HSRM and policymakers?

What mechanisms and approaches in the public sector might accelerate health survey researchers’
use of social network data?

How do social networks work today?

What patterns of communication nodes and information exchange occur among network members
across various health-research topics (for example, health care use, prevention, specific diseases)?

What can we learn quickly from the private sector about social networks?

How have individuals’ lives changed as a result of participation in today’s communication
networks?

What can be said about trends in social networks that might be helpful in positioning health survey
research methods in the next decade?

How can data currently housed in the federal agencies be mined to advance health survey research
knowledge? What approaches might leverage and accelerate this mining across agencies?

How can we engage respondents and communities in research on social networks?



SESSION 1: Advances in Measuring Health Status and Health
Behaviors

ORGANIZERS: Jeanine Christian (Battelle), Anne Ciemnecki (Mathematica),
and Joe Gfroerer (SAMSHA)
CHAIR: Anne Ciemnecki
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Advances in Survey Assessment of Disability in Older Adults:
Measuring Physical and Cognitive Capacity in the National Health
and Aging Trends Study

Judith D. Kasper (Johns Hopkins University), Brad Edwards (Westat),

Vicki A. Freedman (University of Michigan), Christopher L. Seplaki (University of Rochester),
Carlos Weiss (Michigan State University), Michelle Carlson (Johns Hopkins University),
Tamara Bruce (Westat), Jack M. Guralnik (Consultant), Brenda L. Plassman (Duke University),
Robert Wallace (University of lowa), Marlene Niefeld (Johns Hopkins University), and

Vijay Varma (Johns Hopkins University)

The implications of disability trends for older adults grow in significance as the population ages (IOM,
2007). In studying late-life disability, a key resource has been the National Long-Term Care Survey
(NLTCS). Studies based on the NLTCS represent milestones in identifying late-life disability trends
(Manton, Corder, & Stallard, 1993, 1997; Manton, Gu, & Lamb, 2006). The National Health and Aging
Trends Study (NHATS) is a new longitudinal national survey of persons 65 and older that is a successor to
the NLTCS. Focused on functional changes in daily life, NHATS draws on recent comprehensive
frameworks for conceptualizing disability (Freedman, 2009; Jette, 2009) and is designed to support research
on disability pathways at the individual level (Fried, Bandeen-Roche, Chaves, & Johnson, 2000; Gill,
Gahbauer, Allore, & Han, 2006), as well as investigation of the factors that are driving disability trends.

The NHATS framework treats disability as encompassing several domains—capacity to do activities,
whether and how activities are done, and accommodations made to bridge gaps between capacity and the
demands of activities. This paper will focus on one key component of the NHATS framework —measures of
capacity —and, in particular, the use of performance-based capacity assessments that are newer to national
surveys and complex to administer. Although not the first national survey to administer such tests, NHATS
includes a broad array of both physical and cognitive capacity measures and is unique in planning to
conduct these assessments annually. We present in this paper an overview of NHATS capacity measures,
administration protocols, and results regarding administration using data from two pilot studies conducted
in spring 2010 (n = 326) and winter 2011 (n = 120).

CAPACITY MEASURES IN NHATS

Conceptual Importance of Measuring Capacity

The NHATS disability framework (Freedman, 2009) is a blend of Nagi’s widely used model (1965) and
the more recent language and perspective of the World Health Organization’s International Classification of
Functioning, Health, and Disability. We explicitly distinguish between measures of capacity —the building
blocks for activities—and what is actually done within an individual’s environment (activities). Measures of
capacity over time are key elements in understanding individual patterns of progression to activity
limitations. Accommodations of various types—devices including technology, environmental modifications,
and personal help—also may be adopted to fill the gap between capacity and doing activities that are
necessary or valued. Capacity measures are important, then, for tracking trends in function that are
independent of environmental changes or accommodations, for understanding the disablement process, and
as targets for interventions to prevent or slow disability (LIFE Study Investigators, et al., 2006).
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Table 1. NHATS Sensory, Physical, & Cognitive Capacity Measures, by Type of Administration

Self-Report Performance-Based
Sensory Capacity \H/E ?(;Lng
Physical Capacity
Able to:
Upper Extremity e put book on shelf/reach overhead? Grip strength
e open jarl/grasp small object?
Walking speed
Able to: Balance stands
e walk 6/3 blocks? e side by side
Lower Extremity e kneel/bend over? e semi-tandem
o |ift & carry 20/10 Ibs.? e full tandem
o walk up 20/10 stairs? e one leg, eyes open
e one leg, eyes closed
Other Chair stands

Peak air flow

Cognitive Capacity

At present time? Ten-word recall

Memory Memory problems interfere with activities? e immediate
Memory compared to 1 year ago? e delayed

Day of week

Date (month, day, year)

Naming president

Naming vice president
Overall Cognitive Screening/Executive function Clock-drawing test
Attention & Interference/Executive function Stroop test (computerized)

Orientation

! Revised to read “open a jar using just your hands” following the Validation Study.

Self-Report & Performance-Based Approaches to Assessment

Self-report measures of physical capacity —for example, questions about reaching overhead or lifting a
ten-pound weight (e.g., grocery bag) —often are included in population-based surveys. In recent years,
performance-based measures of physical capacity, including tests of balance or strength, have become more
common in study protocols for older people. Research by Guralnik and colleagues (1996) has shown these
types of physical capacity measures to be strong predictors of subsequent disability and mortality. Self-
report measures of cognitive capacity are less common in surveys, with the exception of questions about
memory (e.g., How would you rate your memory?). Performance-based measures of cognitive capacity (for
example, tests of working memory), drawn primarily from neuropsychology, have been adapted for
computer-assisted personal interviewing (CAPI) administration in surveys (e.g., Health and Retirement

Survey [www.hrsonline.isr.umich.edu], Survey of Health and Ageing in Europe [www-.share-project.org]).

One appeal of performance-based measures of capacity is that they provide a direct assessment of
function rather than one filtered through a subject or proxy’s perspective. Self-report of physical function in
particular can require speculation—for example, someone who doesn’t carry the groceries herself is asked to
indicate how difficult it would be to lift and carry a ten-pound grocery bag. However, administration of
performance-based assessments is substantially more complex than self-report, especially in the context of
home-based data collection.
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NHATS Assessments

NHATS uses a mix of self-report and performance-based capacity measures as shown in Table 1 on the
preceding page. The selection of self-report and performance measures of capacity for NHATS were
informed by prior studies including the Women’s Health and Aging Study (WHAS) (Guralnik, Fried,
Simonsick, Kasper, & Lafferty, 1995; Simonsick et al., 1997) and the Health and Retirement Survey, among
others. Many of the measures being used in NHATS reflect important modifications, however, while others
are new. Where possible, measures were selected to capture a broad spectrum of capacity, both high and
low functioning (Freedman et al., 2011). In selecting performance-based measures, consideration was given
to achieving a representation of all major physiologic systems, learning from past attempts to gather and
analyze such data through review of published reports and directly contacting investigators, and the need
to consider tradeoffs between gathering more in-depth information regarding performance on the one hand
and participant burden and feasibility in a home setting on the other.

Table 1 shows the full array of capacity measures being administered in NHATS. As shown, sensory
capacity is assessed only through self-report. Administration of performance-based testing of vision or
hearing still requires equipment and training that is beyond the reach of in-home surveys conducted by lay
interviewers. Physical capacity is assessed for lower and upper extremities through self-report (Freedman et
al., in press) and through performance-based tests that are predictive of disability and are components of the
Short Physical Performance Battery (Guralnik et al., 1994) and of a widely used frailty construct (Bandeen-
Roche et al., 2006; Fried et al., 2001). Peak air flow, predictive of mortality (Melzer, Lan, & Guralnik, 2003), is
included as well. Results of the physical performance assessments (completed or attempted but not
completed) and reasons assessments were not done are recorded by interviewers in the NHATS Activities
Booklet (available at NHATS Activities Booklet (available at www.nhats.org).

Innovations in measuring cognitive capacity in the NHATS include a clock-drawing test and a
computerized version of the Stroop test. Other cognitive assessments included are measures of orientation
(date/day of the week; naming the president and vice president) and the immediate and delayed ten-word
recall (memory) that are more standard in surveys.

The clock-drawing test has been widely used in both clinical and research settings as a part of overall
cognitive screening (Shulman, 2000), but it has not been used in a national survey to date. It is a complex
nonverbal task involving planning and a range of other cognitive skills that are elements of executive
function; an added benefit is that it is less influenced by education than some other screening instruments.
The Stroop test, which was developed in the 1930s, measures inhibition, which is a component of executive
function. It traditionally is administered with letters and words printed in color on paper. When given in
this fashion, the test can be frustrating; subjects often lose their place on the page and have a sense of failure
upon finishing. NHATS employs a computerized version of the Stroop test developed by Carlson (Stroop
Cognitive Frailty Instrument, CFI) and used in two prior intervention trials (Carlson et al., n.d.). The
application mimics a game and takes a maximum of six minutes. The respondent holds a color-coded key
pad that is wirelessly connected to the interviewer’s laptop computer to press one of three colors that
corresponds to the color of letters or words shown on the computer screen. The Stroop CFI offers a number
of practical and methodological advantages in that it provides standardized administration, automated data
storage, and greater precision in measurement of participant response (to milliseconds), thus reducing the
number of trials needed to assess cognitive ability. For NHATS, we measure the participant’s ability to
maintain a high level of performance on attention under two conditions —nondemanding or “easy” (e.g.,
naming the color of strings of Xs) vs. demanding or “difficult” (e.g., color words shown in a conflicting
color—"red” shown in the color blue).
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NHATS APPROACH TO ADMINISTERING PERFORMANCE-BASED CAPACITY
ASSESSMENTS

Implementation of performance measures of capacity, both physical and cognitive, in a large national
survey of several thousand people is challenging on several fronts. These assessments were developed in
clinical or laboratory settings for the most part. Adaptation for in-home data collection as part of a national
survey conducted by lay interviewers requires attention to several issues: interviewer training,
standardizing administration, safety of respondents, and respondent reactions.

Interviewer Training

Conducting physical performance tests requires interviewers to use a variety of equipment including
stopwatches, hand dynamometers, and peak air flow meters. In addition, for activities like chair stands and
walking speed, interviewers need to navigate unfamiliar environments to identify an appropriate chair and
space for the activities, as well as kneel on the floor to set up the walking course. These activities represent
departures from the usual question-and-answer interviewing task and result in a broader and more complex
scope of demands on NHATS interviewers. Although several of the cognitive assessments are CAPI-based
questions, the clock-drawing test involves a special form and erasable pen; for some assessments, the laptop
screen needs to be hidden from the respondent, but for the Stroop test, the respondent has to watch the
screen. Instructions to respondents for some of these tests can be uncomfortable for interviewers —for
example, telling respondents not to look at a calendar or watch when answering “What is today’s date?” or
that words cannot be written down as aids during the memory assessment.

NHATS uses a video showing administration of the physical performance assessments in the
interviewer recruitment process so candidate interviewers understand the range of tasks. Interviewer
training for the physical performance tests makes use of practice but also includes a formal certification
process to insure that all components of the protocol, including maintaining safety and following test
administration standards, are followed.

Standardizing Administration

Standardizing test administration in terms of equipment and environment is relatively easy in smaller
scale studies where subjects come to central locations for testing —for example, all can be tested on the same
walking course. The NHANES provides a standardized environment and clinical evaluators in a national
survey but at significant cost in terms of data collection time and resources. Studies like the Established
Populations for Epidemiologic Studies of the Elderly (Guralnik et al., 1994) and the WHAS (Guralnik et al.,
1995) represent pioneering efforts to administer physical performance-based assessments in home
environments using lay interviewers. Such measures have become more common in surveys—the Health and
Retirement Survey implemented physical performance tests in 2004 that are repeated on a four-year cycle.

Standardizing use of equipment and administration protocols for NHATS involves (1) explicit directions
to interviewers in the NHATS Activities Booklet for both describing and demonstrating each activity to the
respondent, (2) gaining proficiency through practice in use of the equipment, (3) formal certification of
administration techniques at training for the first wave of data collection, and (4) a Web-based recertification
midway through the data collection period to guard against administrator “drift” away from standard
protocol. Standardizing the walking course and the chair stands are especially challenging. Setting up the
walking course requires a space in or near (e.g., the hall of an assisted living facility) the home that is 16 feet
long and three feet wide; walking speed is timed over three meters of this distance with about one meter of
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additional space needed at each end, before the start and after the finish. The space has to be cleared of
furniture and cannot be an irregular surface or cross the edge of a rug. The chair stand requires that
interviewers identify a chair with a hard back and no arms that can be positioned against a wall. The height
between the seat edge and floor is measured and recorded.

Table 2. Exclusions for Attempting Sensory, Physical, & Cognitive Capacity Assessments
ASSESSMENT Questions to Identify Persons Excluded from Attempting Assessments’
Sensory Capacity None

Physical Capacity

In last 3 months, surgery or serious injury to both sides (left and right) for hands or wrists?
Grip Strength In last 3 months, surgery or serious injury to both sides (left and right) for arms or shoulders?
Current flare-up of pain to both sides (left and right) for hands or wrists?
In last 3 months, surgery or serious injury to both hips, including hip replacement surgery?
Chair Stands If person always uses mobility device to get out of bed or always has help to get out of bed
ask: Able to get up out of chair by yourself and without mobility devices (if used)?
If person always uses mobility device to get out of bed or always has help to get out of bed
ask: Able to stand without holding onto someone or something?
Exclude if earlier questions indicate sample person used wheel chair or scooter every time to
Walking get around home or building
Able to walk a short distance in room by him/herself (using mobility device if needed)?
Peak Air Flow None
Cognitive Capacity None

Balance Stands

'Administered as questions in the CAPIl instrument.

Reasons for Not Conducting Tests

An important consideration in interpreting the results of these tests has to do with which individuals do
not perform them and why. Understanding the difference among persons excluded from attempting the
tests, those who do not do the tests because of concerns about safety, and those who do not do the tests for
other nonhealth reasons (e.g., insufficient room to conduct the walking test or refusal) is critical to analysts.
Protocols for making these distinctions are not well established. Considerable attention to distinguishing
among reasons for missing physical performance data has been undertaken for NHATS.

Exclusions. A series of questions has been developed for use in determining who should not be asked to
attempt specific performance assessments. These are based on clinical expertise and are included in the
CAPI instrument. As shown in Table 2, exclusions are tailored to activities and include recent surgery, pain,
and inability to stand or walk a short distance. On grip strength, for example, if a respondent is right-
handed and has had surgery on that hand in the last three months, the test would be performed with the left
hand. Only in the case of surgery or a current flare-up of pain in both hands would someone be excluded
from attempting the test. There are no exclusions for peak air flow nor for administering the sensory
capacity questions or the cognitive assessments.

Even when a proxy interview is conducted, we ask the exclusion questions and give sample persons the
opportunity to attempt the physical performance assessments. Similarly, for cognitive assessments, in the case
of proxy interviews, we ask the proxy whether the sample person could try to answer some questions about
memory. If the answer is “yes,” we attempt to administer the cognitive assessments to the sample person.

Safety concerns. After the interviewer demonstrates each physical performance activity, she asks the
respondent, “Do you think it would be safe to try this?” If the respondent or a proxy who is involved in the
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interview indicates feeling unsafe, this can be selected from the precoded reasons for not attempting a test,
and the interviewer moves on to the next test. In addition, the interviewer may feel the test cannot be done
safely and can indicate that the test was not done because the interviewer felt unsafe for the sample person
or the sample person was unsteady with support.

Other reasons test was not conducted. Precoded reasons for not attempting a test are standardized
across assessments with minor exceptions. The walking course and chair stands include response categories
that allow interviewers to indicate “no appropriate space/no appropriate chair” as reasons these
assessments were not attempted. Another precoded reason for not attempting a test included for all
assessments is that the respondent is “unable to understand directions” after the interviewer has explained
and demonstrated the activity. Finally, an “other —specify” option is provided so interviewers can indicate
circumstances other than those covered in the precoded reasons for not attempting an assessment.

Respondent Reactions

We avoid the words “test” and “performance” as much as possible in connection with performance-
based assessments; for example, the booklet interviewers use to record results is labeled the NHATS
Activities Booklet. In introducing the physical performance assessments, respondents are told they will be
asked “to perform a few simple movements, that is, to move your body in different ways.” The cognitive
assessments are introduced with the statement “The next few questions are about people’s memory and
ability to think about things.” Nonetheless, in connection with these types of activities—remembering a list
of words, performing timed repeated rapid chair stands —respondents sometimes ask about how their
performance ranks with others. For the Stroop test, a fireworks display at the end of the test is intended as
positive feedback for completing the test. Our experience from the NHATS Validation Study and pretest is
that interviewers are likely to be asked by respondents how their performance measures up for both
physical and cognitive capacity assessments, and they need training on how to respond to these requests.

DATA ON ADMINISTRATION: EXPERIENCE WITH PHYSICAL PERFORMANCE-BASED
ASSESSMENTS & THE COMPUTERIZED STROOP TEST

Tables 3 through 5 provide data regarding who did and did not attempt the physical performance-based
activities. Data combine a sample chosen for the NHATS Validation Study (1 = 326) selected purposefully to
include persons in residential care facilities and persons receiving help with self-care activities and from a
pretest (n =120) that employed a sample design that will be used for the national baseline (e.g., age-
stratified). Characteristics of this total sample (1 = 446) were 38% age 80 or older, 79% in excellent/very
good/good self-rated health, 83% with excellent/very good/good self-reported memory, and 13% in
residential care (other than nursing homes).

Overall, a high percentage did the physical performance activities: 93% for the easiest balance test (side-
by-side), 89% for walking speed, 86% for single chair stands, 89% for grip strength, and 97% for peak air
flow (Table 3). The proportions excluded from attempting a test were below 5% except for grip strength. For
both grip strength and peak air flow, an analysis of correlations between measures of average and highest
scores (by age and gender) based on two versus three trials were extremely high (.98) (data not shown),
leading to a decision to conduct two trials of each in the national data collection.
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Table 3. NHATS Physical Capacity Assessments (n = 446)

ACTIVITY NOT DONE

Did Not Complete = Not Attempted for  Not Attempted for
ACTIVITY DID ACTIVITY? Exclusions Prior Activity’ Safety Reasons® Other Reasons’
Balance Stands
Side by side 93% 3% — 3% 1%
Semi-tandem 87% 3% 2% 6% 2%
Full tandem 74% 3% 10% 11% 2%
One leg, eyes open 47% 3% 30% 17% 3%
One leg, eyes closed 11% 3% 65% 18% 3%
Walking Speed
1% trial 89% 3% - 1% 7%
2" trial 89% 3% — 1% 7%
Chair Stands
Single 86% 4% - 6% 4%
Repeated rapid 78% 4% 2% 8% 7%
Grip Strength
1% trial 89% 8% — 1% 2%
2" trial 89% 9% — 1% 2%
3" trial 89% 9% — 1% 2%
Peak Air Flow
1% trial 97% — - 2% 2%
2" trial 97% — — 2% 2%
3 trial 96% — — 2% 2%

Yncludes sample persons (SP) who completed the activity and sample persons who tried the activity but did not complete it.

’For example, an SP who tried a side-by-side balance stand but could not complete the activity was not asked to try the semi-tandem balance
stand or any of the other balance stands.

3Safety reasons include when an SP, proxy, or interviewer felt the activity would be unsafe for the SP or the SP was unsteady with support.
*Other reasons included SP did not understand the instructions, there was not enough room to attempt the walking course, no suitable chair
for chair stands, and refusals.

SOURCE: Data from Validation Study in spring 2010 (n = 326) and pretest in winter 2010 (n = 120).

For balance stands and chair stands, as sample persons progressed to harder activities, the percentage
performing the activity dropped, by design, since persons who were unable to complete an easier activity
(e.g., hold a side-by-side stand for ten seconds) were not asked to do the next harder one. The most difficult
balance stand —standing on one leg with eyes closed for 30 seconds —which is intended as a high
functioning test—was attempted by only 11%; 65% were not asked to attempt this activity based on failing
to complete easier balance tests. Similarly, while 86% did the single chair stand, the percentage doing the
more difficult repeated rapid chair stands was 78%. The tests most often not attempted for safety reasons
were the more difficult balance stands and the chair stands.

Tables 4 and 5 show physical performance activities by age, self-reported health status, self-reported
memory, and whether the sample person was in a residential care facility. In terms of balance stands (Table 4),
among those 80 or older, 89% attempted the side-by-side stand. Attempts dropped as the activity became more
difficult, but 25% attempted the “one leg, eyes open stand.” There were significant differences by age in
attempting all of the stands from the easiest—side by side (attempted by 96% of 65-79 year-olds and 89% of
persons 80+)—to the most difficult—one leg, eyes closed (attempted by 18% of 65-79 year-olds and 1% of
persons 80+). Persons in fair/poor self-rated health were less likely to do all of the balance stands than those in
better health, with the exception of the easiest stand (side by side). There were differences by self-rated
memory for only two of the five stands (full tandem and one leg, eyes closed). Persons in residential care
facilities were less likely to do all of the balance stands compared to those in community living settings.
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The primary reasons for not doing a balance test were inability to do the prior easier test and safety
concerns of the sample person, proxy, or interviewer (these are coded separately but combined as “Safety”
in Table 4). Not surprisingly, as the tests become more difficult, fewer were eligible and safety concerns
were more often indicated. For example, among persons 80+, 59% tried holding the full tandem stand for ten
seconds. Only 25% tried the one leg stand with eyes open because 41% were unsuccessful in completing the
full tandem stand (or prior balance tests), and safety concerns were expressed for another 22%.

Percentages attempting the other physical performance tests also were high (Table 5). There were no
differences by age, self-rated health or memory, or residence in doing the walking speed test. Significant
differences were observed for all of these characteristics for the single and repeated rapid chair stands,
however. Percentages attempting the repeated rapid chair stands were lower than for the single chair stand
(inability to do the single stand precluded attempting the repeated rapid stands). Nonetheless, over half of
persons in fair/poor self-rated health or in a residential care facility attempted this test, which requires doing
five quick repetitions of standing and sitting with arms folded across one’s chest. For grip strength and peak
air flow, there were no significant differences in attempting these tests with the exception of self-rated
health. Percentages attempting the grip strength test were above 85% for all groups except those in fair/poor
health and those in residential care facilities (where 83% attempted the test). Over 90% of all persons
attempted the peak air flow test.

Table 6 provides pretest data (1 = 120) on the computerized Stroop CFI. Only pretest data are shown
because changes were made between the Validation Study and the pretest in administration of the practice
that precedes the test. The interviewer administered the Stroop CFI by describing the “game,” showing the
respondent how to use the handheld keypad to register answers (press red-, blue-, and green-colored
buttons), and initiating a short practice that repeats instructions when individuals miss two consecutive
items. The interviewer confirms that the participant understands the instructions before starting the test.
The “easy” and “difficult” conditions (described earlier) appear in random order on the screen every two
seconds. Most study participants were willing to try the Stroop even though it was placed at the end of the
interview. In the pretest sample, only a small percentage (9%) of persons did not attempt the Stroop. These
included individuals who were blind, had severe cognitive impairment, or who refused.

Table 6 shows accuracy on the “easy” and “difficult” conditions on the Stroop CFI. Accuracy is important
in determining whether participants comprehended each condition and provided enough correct answers
beyond chance to calculate the Stroop effect (average speed of correct responses, or reaction time). The task is
feasible across a range of cognitive ability levels, and information on ability to complete the two conditions is
informative. Overall, 61% of pretest participants were able to accurately complete both the easy and difficult
conditions. About 15% were unable to complete both conditions, and another 15% were able to complete the
easy but not the difficult condition. The performance of the former group is indicative of global cognitive
impairment; the latter group may be at risk for cognitive impairment given their worse performance in
response to increased demands on attention. Ability to accurately complete both conditions varied by age and
memory (ten-word recall). Differences by self-rated health and education were not significant.
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Table 4. NHATS Balance Tests, by Age, Self-Reported Health & Memory, & Residence in a Facility (n = 446)

SELF-REPORTED HEALTH SELF-REPORTED FACILITY
AGE STATUS MEMORY RESIDENT
Excellent/ Excellent/
Very Good/ Very Good/
65-79 80+ Good Fair/Poor Good Fair/Poor Yes No
Total (n) 276 170 352 94 369 67 58 388
SIDE-BY-SIDE STANDS
Did activity’ 96% 89%* 94% 89% 94% 94% 79% 95%*
Did not do:
Exclusion’ 0% 8% 2% 6% 2% 1% 9% 2%
Prior test not done — — — — — — — —
Safety3 3% 2% 2% 4% 2% 4% 9% 2%
Other reason® 1% 1% 1% 0% 1% 0% 3% 1%
SEMI-TANDEM STANDS
Did activity1 91% 81%* 89% 78%* 89% 82% 62% 91%*
Did not do:
Exclusion’ 0% 8% 2% 6% 2% 1% 9% 2%
Prior test not done 1% 4% 2% 3% 2% 3% 7% 2%
Safety’ 6% 6% 4% 13% 5% 12% 16% 5%
Other reason* 1% 2% 2% 0% 2% 1% 7% 1%
FULL TANDEM STANDS
Did activity1 84% 59%* 79% 59%* 79% 58%* 38% 80%*
Did not do:
Exclusion’ 0% 8% 2% 6% 2% 1% 9% 2%
Prior test not done 6% 15% 8% 17% 8% 19% 24% 7%
Safety3 8% 15% 9% 18% 10% 19% 22% 9%
Other reason” 1% 3% 2% 0% 2% 1% 7% 1%
ONE LEG EYES OPEN STAND
Did activity1 60% 25%* 51% 29%* 49% 37% 12% 52%*
Did not do:
Exclusion’ 0% 8% 2% 6% 2% 1% 9% 2%
Prior test not done 24% 41% 28% 41% 30% 34% 47% 28%
Safety3 14% 22% 15% 23% 16% 25% 26% 16%
Other reason’ 2% 4% 3% 0% 3% 1% 7% 2%
ONE LEG EYES CLOSED STAND
Did activity1 18% 1%* 13% 5%* 13% 3%* 2% 13%*
Did not do:
Exclusion’ 0% 8% 2% 6% 2% 1% 9% 2%
Prior test not done 64% 65% 65% 65% 65% 69% 57% 66%
Safety3 15% 22% 16% 23% 17% 25% 26% 17%
Other reason’ 2% 4% 3% 0% 3% 1% 7% 2%

TIncludes sample persons (SP) who completed the activity and sample persons who tried the activity but did not complete it.

’For example, an SP who tried a side-by-side balance stand but could not complete the activity was not asked to try the semi-tandem balance
stand or any of the other balance stands.

3Safety reasons include when an SP, proxy, or interviewer felt the activity would be unsafe for the SP or the SP was unsteady with support.
*Other reasons included SP did not understand the instructions, there was not enough room to attempt the walking course, no suitable chair
for chair stands, and refusals.

NOTE: Ten cases done by proxy respondent are missing on the self-reported memory measure.

*Significant difference between those who did and did not (all reasons) do activity at p < .05.

SOURCE: Data from Validation Study in spring 2010 (n = 326) and pretest in winter 2010 (n = 120).

Proceedings of the 10™ Conference on Health Survey Research Methods 19



Table 5. NHATS Other Physical Capacity Assessments, by Age, Self-Reported Health & Memory, & Residence in a Facility
(n = 446)

SELF-REPORTED HEALTH SELF-REPORTED FACILITY
AGE STATUS MEMORY RESIDENT
Excellent/ Excellent/
Very Good/ Very Good/
65-79 80+ Good Fair/Poor Good Fair/Poor Yes No
Total (n) 276 170 352 94 369 67 58 388
WALKING SPEED (1% Test)
Did activity’ 91% 86% 91% 84% 91% 90% 90% 89%
Did not do:
Exclusion’ 1% 5% 2% 5% 2% 1% 7% 2%
Prior test not done — — — — — — — —
Safety’ 1% 2% 1% 2% 1% 1% 2% 1%
Other reason’ 7% 8% 7% 9% 7% 7% 2% 8%
SINGLE CHAIR STANDS
Did activity" 91% 79%* 89% 76%* 89% 78%* 66% 89%*
Did not do:
Exclusion’ 0% 9% 3% 7% 3% 0% 9% 3%
Prior test not done — — — — — — — —
Safety’ 5% 6% 5% 11% 5% 13% 14% 5%
Other reason® 4% 4% 3% 6% 3% 9% 12% 3%
REPEATED RAPID CHAIR STANDS
Did activity" 84% 69%* 82% 66%* 82% 69%* 53% 82%*
Did not do:
Exclusion’ 1% 9% 3% 9% 3% 0% 9% 3%
Prior test not done 6% 11% 7% 12% 7% 15% 14% 7%
Safety’ 1% 4% 2% 3% 2% 3% 3% 2%
Other reason® 7% 7% 6% 11% 6% 13% 21% 5%
GRIP STRENGTH (1* Test)
Did activity 91% 86% 91% 83%* 91% 90% 83% 90%
Did not do:
Exclusion’ 7% 11% 7% 14% 8% 10% 14% 7%
Prior test not done — — — — — — — —
Safety’ 1% 1% 1% 1% 1% 0% 2% 1%
Other reason* 1% 2% 1% 2% 1% 0% 2% 2%
PEAK AIR FLOW (1% Test)
Did activity" 97% 96% 98% 93%* 97% 100% 97% 97%
Did not do:
Exclusion’ 0% 0% 0% 0% 0% 0% 0% 0%
Prior test not done — — — — — — — —
Safety’ 2% 1% 1% 4% 2% 0% 2% 2%
Other reason* 1% 3% 1% 3% 1% 0% 2% 2%

Yncludes sample persons (SP) who completed the activity and sample persons who tried the activity but did not complete it.

*For example, an SP who tried a side-by-side balance stand but could not complete the activity was not asked to try the semi-tandem balance
stand or any of the other balance stands.

3Safety reasons include when an SP, proxy, or interviewer felt the activity would be unsafe for the SP or the SP was unsteady with support.
*Other reasons included SP did not understand the instructions, there was not enough room to attempt the walking course, no suitable chair
for chair stands, and refusals.

*Significant difference in who did (vs. did not for all reasons) activity at p < .05.

NOTE: Ten cases done by proxy respondent are missing on the self-reported memory measure.

SOURCE: Data from Validation Study in spring 2010 (n = 326) and pretest in winter 2010 (n = 120).
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Table 6. Levels of Ability to Perform the Easy & Difficult Components of the Stroop Cognitive Frailty Instrument (CFl) in
the NHATS Pilot & Their Cognitive & Demographic Characteristics (n = 120)

Unable to Complete Unable to Complete Able to Complete

VARIABLE Missing1 Easy & Difficult Difficult Both
Total, % (n) 9% (11) 15% (18) 15%(18) 61% (73)
Age, Mean [SD] 86.7 [9.4]** 81 [8.2]* 77.9 [7.5] 75.4 [7.6]
Self-Rated Health

Excellent/Very good/Good 45% (5) 61% (11) 89% (16) 79% (58)

Fair/Poor 54% (6) 39% (7) 11% (2) 21% (15)
Education

1-12 years (no high school diploma) 30% (3) 28% (5) 11% (2) 19% (14)

High school graduate 30% (3) 33% (6) 28% (5) 29% (21)

Some college 30% (2) 28% (5) 39% (7) 23% (17)

College graduate, graduate degree 20% (2) 11% (2) 22% (4) 29% (21)
10-Word Recall Immediate, Mean [SD] 1.5[1.7]** 3.1 [1.7]** 4.4[1.3] 5.0 [1.9]
10-Word Recall Delayed, Mean [SD] 0.8 [1.4]** 1.5 [1.5]** 2.6 [1.8]* 3.8[2.0]

TReasons include blindness, refusal, severe cognitive impairment.

* p <.05, ** p <.001; all p-values calculated using “Able to Complete Both” as the reference category; ANOVA tests used for continuous
variables, Pearson’s chi-square test for discrete variables.

NOTE: Missing data: one case education.

SOURCE: Data from pretest in winter 2010.

CONCLUSION

Capacity measures based on performance assessments of physical and cognitive function play a distinct
role in the conceptual framework of disability that has guided development of NHATS and will make it
possible to better understand individual trajectories and the role of accommodations and the environment in
doing activities when capacity declines. In addition, prior studies have confirmed the empirical value of
performance-based physical and cognitive assessments in predicting health outcomes.

The measures selected for NHATS represent those that tap into major areas of physical (lower and
upper extremity) and cognitive (memory, orientation) capacity, can be used to create constructs such as the
Short Physical Performance Battery that have gained widespread use in the scientific literature, and provide
opportunities for harmonization with other large population-based surveys of older people. NHATS also
has included tests that allow identification of high-functioning people and can be used to observe small
changes over time in these individuals. Persons who attempted the one-leg balance stands and those who
met accuracy thresholds for the Stroop test were in this high-functioning segment of the older population.
Membership in this group was associated with better self-reported health and memory (and for the Stroop
test, higher performance on two memory tests).

Performance-based assessments of physical and cognitive capacity are increasingly common in
population-based surveys, and NHATS represents an important step forward in this evolution. Drawing on
earlier studies of older people, the NHATS protocol is aimed at standardizing administration of these tests
by lay interviewers in home environments for annual administration in a longitudinal study. A particular
focus has been standardizing and accounting for reasons that tests are not done —health-related exclusions,
inability to complete easier tests, and safety. Missing data on performance tests is often substantial but also
informative and useful analytically if the various reasons for missingness are carefully documented.
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As a new survey, NHATS has been able to give consideration to the implications of doing these types of
assessments from the outset, starting with interviewer recruitment and training. Experience from the
Validation Study and Pretest have led to refinements of these procedures (e.g., use of videos in recruitment;
certification procedures in training) and to the NHATS Activities Booklet. Training materials and data
collection instruments will be available later this year at www.nhats.org.
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The Development and Evaluation of Disability Measures Using a
Mixed-Method Approach®

Aaron Maitland, Kristen Miller, Mitchell Loeb, and Jennifer Madans
(National Center for Health Statistics)?

INTRODUCTION

The assessment of many contemporary health survey variables is best accomplished with a dynamic
question development and evaluation strategy. This is particularly true of health survey items that focus on
complex concepts such as disability and functioning. It is also important when evaluating the quality and
performance of survey questions across cultural settings and national boundaries (Harkness et al., 2010).
Several methods are available to researchers for use in the development of survey questions; however, each
method has its own strengths and weaknesses. This paper presents a mixed-method approach that
combined cognitive interviewing and field test methodology to evaluate a set of disability questions for use
on health surveys internationally.

In developing survey questions, a notable challenge is to account for the numerous ways that
respondents across differing cultures, languages, and socioeconomic conditions might interpret and process
those questions. The challenge is further heightened when the construct to be measured is a complex
concept. The concept of disability, for example, is complex because it involves numerous and varied
meanings, attitudes, and types of experiences across individuals and cultural subpopulations. Because social
context and cultural circumstances inform the way respondents interpret, consider, and ultimately respond
to questions, these differences can lead to systematic measurement error in survey data. Rather than
interpreting differences in survey estimates as response process bias, they can be wrongfully construed as
real differences in the phenomena of study.

To ensure comparability of measures across sociocultural groups, it is necessary to understand the
degree of interpretive and response process variation across groups. Survey questions can then be revised to
account for the variation. For this reason, question evaluation studies, particularly those intended for
heterogeneous populations, should address the following line of inquiry:

¢ How do respondents understand each survey question?

¢ Do respondents understand the questions differently?

e Does each of the questions mean the same in all the languages in which it is asked?

e Does each question mean the same in all of the cultures in which it is asked?

e In processing each question, do all respondents recall information and construct an answer with
similar processes?

e What other subgroups (e.g. gender, age, socioeconomic status, health or disability status) should be
considered for comparability?

1 This paper was the result of collaboration between the United Nations and Social Commission for Asia and the Pacific
(UNESCAP) and the Washington Group on Disability Statistics. We wish to acknowledge the efforts of all of the countries that
have participated in this project.

2 The findings and conclusions in this report are those of the authors and do not necessarily represent the views of the
Centers for Disease Control and Prevention.
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e To what extent are survey data elicited from each question a true representation of the intended
phenomena of study?

e In what ways is the picture distorted because the questions do not accurately capture the intended
construct?

In successfully addressing these issues, a question evaluation study can provide rich understanding of
how questions perform. In turn, this understanding allows designers the opportunity to improve
measurement validity and increase equivalence or, at least, to provide documentation regarding the
appropriate interpretation of the resulting data.

METHODS?

In collaboration with the United Nations Economic and Social Commission for Asia and the Pacific
(UNESCAP), the Washington Group developed a set of disability questions intended as components of
population surveys, as supplements to surveys, or as the core of a disability survey. The WG/UNESCAP
question evaluation project is based on the line of inquiry outlined above and is reflected in the project’s
mixed-method design. The specific objectives of the cognitive interviewing component were to identify the
following interpretive patterns: (1) respondents’” interpretations of the specific questions, (2) calculation and
other processes used by respondents to formulate their answers to the questions, and (3) types of response
error problems (Miller, 2011). Findings from the cognitive interviewing component established hypotheses to
be examined in the second component —the field test. While the cognitive interviewing study determined the
specific patterns of interpretation, the field test was used to understand the extent to which those patterns
existed in a larger, representative sample. More specifically, it was used to examine the extent of problematic
patterns, such as unintended interpretations and whether they occurred in particular subgroups.

The WG/UNESCAP project included cognitive interviewing and field testing of the extended question
set in six countries. A total of 155 cognitive interviews were completed in Cambodia, Canada, Kazakhstan,
Maldives, Mongolia, Philippines, South Africa, Sri Lanka, and the United States.

Each country first conducted approximately 20 semistructured qualitative cognitive interviews using a
purposive sample. Samples were broadly reflective of different disability statuses (types/severities), ages,
gender, and socioeconomic status. The interview was semistructured, consisting of the test and probe
questions to elicit narrative information from the respondent about their answers. The protocol was written
in English; countries conducting interviews in other languages were responsible for translating the protocol.

Interviewers were instructed to keep detailed notes during interviews so they would be able to write up
a thorough narrative regarding how each respondent answered each of the test questions. An online data
entry application (Q-Notes) was developed for interviewers to record their notes for each question and each
interview. Methodologists at the National Center for Health Statistics then were able to review the quality of
the cognitive interview data and provide feedback for improvement. The application also allowed for a fast,
in-depth analysis of the interviews.

The methodology of field tests is quite diverse (Converse & Presser, 1986). Field tests often are viewed as
pilot tests or dress rehearsals to ensure that survey processes and procedures are worked out prior to full-

3 Detailed methodological information regarding the WG/UNESCAP project can be found at
www.unescap.org/stat/disability/analysis/
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scale implementation. This provides relatively minimal information with respect to question evaluation—
for example, information about the distribution of variables and the level of item nonresponse. Field tests
also may include embedded experiments or other methodological studies (e.g., behavior coding, debriefing
studies). Our approach was to improve the field test with information from the cognitive interviews by
supplementing the field test questionnaire with structured probe questions. That is, analysis of the cognitive
interviews revealed both problematic and nonproblematic interpretive patterns, and additional questions
were added to the field test questionnaire to capture the extent to which those various interpretive patterns
existed. This provides quantitative evidence about the presence and extent of the various interpretive
patterns in the different countries that participated in the field test. The field test was conducted in
Cambodia, Kazakhstan, Maldives, Mongolia, the Philippines, and Sri Lanka. Each country participating in
the field test conducted approximately 1,000 standardized survey interviews drawn from probability
samples within specific areas of each country.* Resulting survey data from the follow-up probe questions
were used to examine the extent of valid and nonvalid interpretive patterns. We present several descriptive
analyses below that illustrate the presence of these patterns and how they related to the responses to one of
the survey questions.

RESULTS

We illustrate this approach by presenting the results about the construct of anxiety from the functioning
domain of affect.> Affect is the domain dealing with emotional functioning and includes depression and
anxiety. These two domains are important to measure as they provide some indications of emotional or
psychiatric disability. Symptoms of depression and anxiety can be common occurrences in most people’s
lives. However, the question developers’ intent was to be able to identify depression and anxiety that goes
beyond what is considered “normal.” The cognitive interviews were designed to determine if the questions
developed appropriately captured more severe levels of depression and anxiety.

Questions were designed to capture two specific aspects of anxiety: frequency and intensity. Analyzed
together, the intent of the questions was to place respondents along a severity continuum comprised of
various dimensions of anxiety (i.e., frequency and intensity).

Cognitive Interviewing Results
The following four questions were examined in the cognitive interviews:
1. How often do you feel worried, nervous or anxious? Daily, weekly, monthly, a few times a year, or
never?
2. Do you take medication for anxiety?

Thinking about the last time you felt anxious, how would you describe the level of anxiety? Mild,
moderate, or severe?

4. Thinking about the last time you felt anxious, was the anxiety worse than usual, better than usual, or
about the same as usual?

4 The sampling designs vary by country and were not intended to produce nationally representative estimates. Hence,
sampling design information and weights were not included in the data files. Most countries conducted cluster or systematic
samples of key populations (e.g., urban and rural populations). Significance tests in this paper assume simple random
sampling and may underestimate the variance in some countries.

5 Results from other functioning domains can be found at www.unescap.org/stat/disability/analysis/
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In answering these questions, respondents considered a range of feelings and experiences they
recognized as anxiety —or rather, what they believed the question was asking in terms of being “worried,
nervous or anxious.” For the most part, the feelings and experiences considered by respondents were
consistent with various aspects of the intended concept of anxiety, with the following range of patterns
reported.

Clinical anxiety, whereby respondents described being diagnosed by a medical professional.

2. Elements of depression, whereby respondents spoke about being overly sad, wanting to stay in bed,
or being unable to perform daily activities, and

3. Stress-related worry, which respondents connected to work (e.g., heavy workloads, deadlines,
performances), family or relationship problems, crime, or concerns about their economic future and
physical well-being.

One problematic pattern, however, was reported by a handful of respondents who spoke about their
anxiety as being a positive characteristic. These respondents, it appears, interpreted the question as asking
about being excited, energetic, or looking forward to the future. For example, one U.S. narrative states:

“Well it depends on what it is I got to do. Because I kind of get like hyped up when I know I've got to get
something done by a certain time. I put the pressure on me to get it done by that certain deadline. That’s
just me.” I asked him what he meant by hyped up and he stated “I get like an adrenaline rush. I make
myself get it done quick but whenever I'm doing it in a quick way I'm often doing it in a safe, productive
way to where I don’t get myself hurt or anybody else hurt.” I asked him if he feels nervous or worried
when this is happening and he said “no, just calm, relaxed, just know what I need to get done.” He
described what he was feeling as an energy boost, but not worried or nervous. I asked him about the last
time this happened, he described going to school, and making sure he got there on time.

This particular interpretation was clearly used by a small minority of respondents and was only found
in the United States and Canada. It is possible, however, that this interpretation did exist in other regions
that were not sufficiently detailed in the narratives. The field test was used to determine the extent of this
pattern and whether it exists in particular subgroups.

Field Test Results

The final questions used on the field test and relevant to this paper are shown in the appendix. The core
questions about the frequency and intensity of anxiety were included, as was the medication question. Also
included were respondent probe questions that were developed from the patterns identified in the cognitive
interviews and an impact question that was used to understand the amount of limitation respondents face
in their daily activities as a result of anxiety. We first report the descriptive findings by country.

Overall, nearly half of the respondents (47.3%) in the field test reported that they never felt worried,
nervous, or anxious. One in four reported that they experience these feelings a few times a year. One in ten
indicated they experience anxiety monthly. Nearly one in five (19.1%) respondents reported that they
experience anxiety either weekly or daily. As Table 1 shows, the frequency of anxiety reported varies
significantly by country. For example, almost one third (30.9%) of respondents in Kazakhstan reported that
they experience anxiety weekly or daily. Similarly, one in four (26.0%) respondents from Mongolia reported
that they experience anxiety at least weekly. At the other end of the spectrum, only about 10% of
respondents from Sri Lanka and the Philippines reported experiencing anxiety weekly or daily. In fact,
78.4% of respondents from Sri Lanka reported that they never experience anxiety.
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As shown in Table 2, almost one in five (19.2%) respondents reported that they experienced a lot of
anxiety the last time they had these feelings. The intensity of anxiety reported varies significantly by
country. One third (34.8%) of respondents from Sri Lanka and 40.9% of respondents from Maldives
described the level of these feelings as “a lot.” The level of these feelings is much lower in the other

countries. No more than 16.9% in any of the remaining countries described the level of their feelings as “a

lot,” and only 7.2% in the Philippines described the level of these feelings as “a lot.”

Table 3 demonstrates the association between anxiety frequency and intensity, showing the percentage

of respondents who report “a little” intensity by frequency for each country. In general, respondents

reporting lower levels of intensity also report lower frequencies of these feelings.

The field test included follow-up probe questions based on patterns identified in the cognitive interviews.

The percentage reporting that each statement describes his or her feelings by country is shown in Table 4.

Table 1. Frequency of Anxiety, by Country

FREQUENCY Kazakhstan Cambodia Sri Lanka Maldives Mongolia Philippines ALL COUNTRIES
Never 31.9% 39.7% 78.4% 46.6% 35.4% 54.3% 47.3%
Few times a year 22.9 28.7 7.5 27.3 25.6 25.3 23.0
Monthly 13.6 14.5 2.7 5.7 12.8 10.8 10.1
Weekly 17.6 9.2 2.1 9.0 12.4 7.7 9.7
Daily 13.3 7.4 8.1 11.0 13.6 1.7 9.3
Refused 0.2 0.0 0.1 0.1 0.1 0.0 0.1
Don’t know 0.5 0.5 11 0.4 0.3 0.2 0.5

N (1,000) (1,008) (1,000) (1,013) (1,222) (1,066) (6,309)
Chi-square = 817.34, 20 df, p < .05.

NOTE: Refused and Don’t know categories excluded when calculating chi-square statistic.

Table 2. Intensity of Anxiety, by Country

INTENSITY Kazakhstan Cambodia Sri Lanka Maldives Mongolia Philippines ALL COUNTRIES
A little 64.0% 62.7% 54.4% 39.4% 65.6% 83.5% 62.4%
Closer to a little 4.9 2.0 2.0 1.7 4.3 1.4 3.0

In between 10.2 18.6 6.4 15.1 6.8 6.8 11.0
Closer to a lot 6.7 2.2 2.0 1.1 5.1 0.4 3.3

Alot 12.9 14.1 34.8 40.9 16.9 7.2 19.2
Refused 0.2 0.0 0.0 0.0 0.3 0.0 0.1

Don’t know 1.2 0.5 0.5 1.9 1.0 0.6 1.0

N (675) (603) (204) (536) (785) (486) (3,289)
Chi-square = 443.68, 20 df, p < .05.

NOTE: Refused and Don’t know categories excluded when calculating chi-square statistic.

Table 3. Percentage of Respondents Reporting “a Little” Intensity, by Frequency & Country

Frequency Kazakhstan =~ Cambodia Sri Lanka Maldives Mongolia Philippines ALL COUNTRIES
Few times a year 81.3% 82.3% 60.0% 52.2% 77.5% 91.5% 76.1%
Monthly 68.2 59.6 55.6 333 79.5 75.4 66.6
Weekly 55.8 36.6 61.9 36.3 56.7 80.5 53.7

Daily 45.5 27.0 47.5 17.3 42.3 44.4 37.1
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Table 4. Description of Anxiety, by Country

DESCRIPTION OF COUNTRY

FEELINGS Kazakhstan = Cambodia Sri Lanka Maldives Mongolia Philippines ALL

RESPONSE ERROR

Positive 50.3% 47.8% 12.6% 51.7% 82.5% 32.4% 53.0%
Normal 81.5 71.3 75.4 86.7 85.7 81.2 81.1

Work 34.1 63.6 25.1 34.8 54.7 37.3 44.5

Economic 49.4 67.4 51.3 32.6 69.4 42.7 53.9

Chest hurts 21.4 72.3 30.9 37.0 50.6 20.3 40.6

Interfere 52.2 65.0 85.4 54.8 72.8 335 59.1

Clinical 11.8 16.8 3.0 28.4 18.6 11.5 16.5

NOTE: Chi-square p <.05 for all rows in the table.

Table 5. Joint Distribution of Anxiety Frequency & Intensity

FREQUENCY
INTENSITY A few times a year Monthly Weekly Daily DK/REF
A little 1,087 423 328 214 1
Closer to a little 35 25 27 12 0
In between 122 85 95 59 0
Closer to a lot 22 16 39 33 0
Alot 163 86 122 259 0
DK/REF 22 3 3 7 1

NOTE: Polychoric correlation = .42.

The statements can be roughly divided into three groupings. The first describes feelings of anxiety that
are more or less normative or even have a positive effect. One might be concerned about response error if a
respondent were to base their response completely on these considerations. The second grouping has to do
with stress-related factors that may cause anxiety. The percentage reporting that their feelings are due to the
type and amount of work they do is highest for respondents who experience feelings of anxiety either
monthly or weekly. The third grouping of statements refers to more severe types of anxiety. These
statements refer to impairments, limitations, or clinical diagnoses related to anxiety.

The table reveals considerable variation by country in the percentage answering positively to the
statements. Of note is that Mongolia had a high number of respondents who endorsed the “positive” notion
of anxiety, while very few from Sri Lanka endorsed this description. A substantial number of respondents
from each country endorsed the description of the feelings being normal. Descriptions of anxiety related to
economic reasons, work, or chest hurting were highest for Cambodia and Mongolia. The Maldives had the
highest rate for diagnosed anxiety and Sri Lanka the lowest.

Table 5 shows the joint distribution of the anxiety frequency and intensity questions combining the data
from all countries. Intuitively, the seriousness of anxiety would be lowest in the upper left corner of the
table and increase as one moves towards the lower right corner of the table. In addition, the correlation
between these variables (polychoric correlation = .42) demonstrates, as expected, that the intensity of anxiety
increases with frequency.

The next step was to characterize within each of the cells in Table 4 how respondents answered the
probe questions and impact question. Table 6 depicts the results of bivariate logistic regression models
predicting the probability of a respondent being located in each cell as a function of the probe questions. The
dependent variable was scored 0 if the respondent was not located in the cell of interest and 1 if they were.



The independent variables in the models included the seven patterns of anxiety from Table 4 (all scored 1 if
the respondent selected the pattern; 0 if they did not) and a limitation in daily activities variable (scored 1 =
a little limited to 4 = completely limited).

Table 6 illustrates how the patterns of anxiety are associated with being located in each cell in the joint
distribution of frequency and intensity. Several observations can be made from this table. First, the upper
left corner of the table shows that anxiety described as being related to work, chest pains, interference with
life, economic issues, clinical diagnoses, and limitation in daily activities decrease the likelihood of selecting
the lowest levels of frequency and intensity. In contrast, anxiety described as being related to chest pains,
interference with daily life, clinical diagnoses, and limitation in daily activities generally increase the
likelihood of responding at the higher levels of the frequency and intensity variables. Moreover, these
variables are the most prominent when you get the highest level of the frequency and intensity variables.

Finally, we looked at how the patterns of anxiety varied by country. Tables 7a and 7b show how these
patterns were related to frequency and intensity in Cambodia and the Philippines. While Table 1 indicates
that the frequency of anxiety was similar in these two countries, Table 3 shows that the intensity of anxiety
is generally lower in the Philippines than in Cambodia. This could be due to respondents in the two
countries experiencing different levels of anxiety or it could be that the intensity question is interpreted
differently in the two countries. That is, different response patterns may persist in the two countries. In fact,
an examination of the two tables shows that intensity increases with the prevalence of similar types of
response patterns. For example, respondents with higher levels of intensity tend to experience more
interference with their lives and limitation in their daily activities. This pattern is observed in both countries
and is present at nearly every level of frequency.

Table 6. Factors Influencing Different Levels of Response to the Anxiety Frequency & intensity Question

FREQUENCY
INTENSITY A few times a year Monthly Weekly Daily
Work***
Chest hurts*** Clinical** Chest hurts*** Normal***
Alittle Interfere*** Limited™** Interfere*** Interfere***
Economic*** Work*** Work*** Limited**
Clinical*** Economic**
Limited***
Closer to a little Economic**
Positive** Interfere***
. . Chest hurts*** ek
In between Normal Work Limited*** Economic
Limited** Limited***
Interfere**
o ek Chest hurts**
Closer to a lot Interfere Economic Limited**
Limited***
Work*** . o
- Positive** . Positive***
Economic Chest hurts*** Chest hurts Chest hurts***
Normal** . Interfere*** ek
Alot . Interfere sk Interfere
Chest hurts Clinical*** Clinical Clinical***
Interfere** e Limited™*** ek
Clinical*** Limited Limited

NOTE: Negative associations shown in red text. Positive associations shown in black text.
**p <.05, ***p < .005.

Proceedings of the 10™ Conference on Health Survey Research Methods 31



Table7a. Factors Influencing Different Levels of Response to the Anxiety Frequency & Intensity Question in the Philippines

FREQUENCY
INTENSITY A few times a year Monthly Weekly Daily
Work**
Chest hurts***
A little Interfere*** Work** Interfere**
Economic***
Limited***
Closer to a little Clinical**
In between Interfere** Interfere** Chest hurts™*
Interfere**
Closer to a lot
Normal** Chest hurts** Chest hurts** o
Alot Chest hurts*** Limited*** Interfere** Limited***
Limited** Limited**

Negative associations shown in red text. Positive associations shown in black text.
**p < .05, ***p < .005.

Table7b. Factors Influencing Different Levels of Response to the Anxiety Frequency & Intensity Question in Cambodia

FREQUENCY
INTENSITY A few times a year Monthly Weekly Daily
Work**
Chest hurts*** o
Alittle Interfere™** Work*** \EA(/:g:;mic**
Limited***
Positive**
Closer to a little Clinical**
Positive**
In between Work** Chest hurts** Limited***
Limited**
Closer to a lot Limited**
* %k ini * ¥k
Alot Work I(_:ilrI:iltc:Jj*** Limited** Interfere**

Negative associations shown in red text. Positive associations shown in black text.
**p < .05, ¥**p < .005.

DISCUSSION

In this paper, we have illustrated a mixed-method approach to question evaluation that combines a
qualitative method (cognitive interviewing) with quantitative methods (supplemented field test data). We
utilized the qualitative nature of cognitive interviewing to understand the detailed response processes that
respondents used to answer questions about physical, mental, and emotional functioning. We then used the
information that we learned about the patterns of responses to develop probe questions that would help us
understand the prevalence of these interpretive patterns across countries in the field test.

Overall, we feel the mixed-method approach was a powerful technique that provided valuable insight
into question performance. However, as with all methods, we did encounter our share of limitations with
both the cognitive interviews and field methods. First, the cognitive interviews utilized relatively
inexperienced interviewers. Even though the Q-Notes application enabled feedback, the level of experience
may have had some impact on the resulting data. For example, the amount of narrative recorded varied by
country and question. This has an implication for the analysis of the data and identification of the resulting
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response patterns. More details in the narrative might have allowed us to identify different interpretive
patterns.

The field test also presented challenges. So far, the preliminary analyses presented here suggest that
when used together, the anxiety frequency and intensity questions capture a meaningful gradation in this
very complex concept. However, we also have found that different levels of anxiety are captured in the
countries in the field test. In addition, the descriptions of anxiety as captured by the follow-up probe
questions vary by country. The next step in our analysis is, therefore, to explore in more detail whether the
combination of frequency and intensity produces equivalent characteristics cross-culturally.

Although there are many quantitative methods available for studying equivalence, there is little
agreement on the best approach or even the definition of equivalence. Johnson (2006) describes a number of
different notions of equivalence and hence different methods to establish equivalence. It is often difficult to
determine which notion is the most appropriate for a given set of data. It probably differs depending on the
type of data and their intended use. We will be exploring various methods for determining cross-national
equivalence in the future. The successful application of mixed-methods approaches in the field of question
evaluation methodology has been a perennial challenge (e.g., Presser & Blair, 1994), and the cross-cultural
component of projects like this one adds another dimension to this task.
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APPENDIX. ANXIETY FIELD TEST QUESTIONS

How often do you feel worried, nervous or anxious? Daily, Weekly, Monthly, A few times a year, Never
Do you take medication for these feelings? Yes, No

Thinking about the last time you felt worried, nervous, or anxious, how would you describe the level of
these feelings? A little, a lot, somewhere in between a little and a lot

Would you say this was closer to a little, closer to a lot, or exactly in the middle? Closer to a little, Closer to a
lot, Exactly in the middle

Please tell me which of the following statements, in any describe your feelings. Yes, No
My feelings are caused by the type and amount of work I do.
Sometimes the feelings can be so intense that my chest hurts and I have trouble breathing.
These are positive feelings that help me to accomplish goals and be productive.
The feelings sometimes interfere with my life, and I wish that I did not have them.
If I had more money or a better job, I would not have these feelings.
Everybody has these feelings; they are a part of life and are normal.
I have been told by a medical professional that I have anxiety.

How much do these feelings limit your ability to carry out daily activities? Not at all, A little, A lot,
Completely
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Estimating Mental lliness in an Ongoing National Survey
Joe Gfroerer, Sarra Hedden, Peggy Barker, Jonaki Bose, and Jeremy Aldworth (SAMSHA)

I. INTRODUCTION

There has long been a need for estimates of the prevalence of mental disorders in the U.S. population.
Periodic studies such as the Epidemiologic Catchment Area (ECA) study, the National Comorbidity Study
(NCS), and the National Epidemiologic Survey on Alcohol and Related Conditions (NESARC) have
provided important findings on the prevalence, predictors, and correlates of mental disorders, but none of
these studies was designed to track trends on an annual basis or to provide state estimates.

The demand for more frequent and detailed data on mental illness increased with the passage of the
1992 ADAMHA Reorganization Act. This legislation created the Substance Abuse and Mental Health
Services Administration (SAMHSA) and required the agency to develop a definition and methodology for
estimating serious mental illness (SMI) among adults, by state. States were required to utilize these data in
developing their plans for use of block grant funds distributed by SAMHSA. SAMHSA convened a technical
advisory group (TAG) that developed a definition of SMI, published in the Federal Register in 1993:

Persons age 18 and over, who currently or at any time during the past year, have had diagnosable
mental, behavioral, or emotional disorder of sufficient duration to meet diagnostic criteria specified
within DSM-III-R that has resulted in functional impairment.... Functional impairment is defined as
difficulties that substantially interfere with or limit role functioning in one or more major life
activities including basic daily living skills; instrumental living skills; and functioning in social,
family, and vocational/educational contexts. (SAMHSA, 1993)

SAMHSA later published state estimates of SMI based on this definition, using the limited data that
were available at the time (NCS and ECA) and a regression model that projected national data to states
according to demographic characteristics (Kessler et al., 1998). However, concerns about the validity of these
estimates led SAMHSA to explore other approaches for obtaining annual estimates of SMI by state.

In December 2006, SAMHSA convened a TAG meeting to solicit recommendations for mental health
surveillance data collection and analysis strategies. The TAG recommended that SAMHSA’s National
Survey on Drug Use and Health (NSDUH) be modified to produce estimates of SMI among adults.
Recognizing the limitations on the length of the NSDUH interview, the TAG suggested that the K6
psychological distress module, already included in the NSDUH, be supplemented with questions on
functional impairment. The data from these short scales then would be used to estimate SMI using a
statistical model based on clinical psychiatric interviews conducted on a subsample of NSDUH respondents.
The K6 had already been demonstrated to be an excellent predictor of SMI in prior studies (Kessler et al.,
2003). Adding impairment indicators was important for improving statistical prediction, and the TAG also
felt that this would improve face validity, and consequently public acceptance of the estimates, since
impairment is a component of the SMI definition.

After the TAG meeting, SAMHSA began methodological development and testing to implement these
enhancements, referred to as the Mental Health Surveillance System (MHSS), to NSDUH in 2008 (Colpe et
al., 2010). The next section provides an overview of the NSDUH design. Subsequent sections describe the
development, implementation, and initial results of the MHSS. A final section discusses future plans for
evaluating, improving, and utilizing the MHSS.
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Il. DESCRIPTION OF THE NSDUH

The NSDUH is the federal government’s primary source of information on the nature and extent of
substance use and abuse in the United States. Conducted since 1971, the survey collects data by
administering questionnaires to a representative sample of about 67,500 persons in the U.S. at their place of
residence. NSDUH data are used extensively by policymakers and researchers to measure the prevalence
and correlates of substance use, to identify and monitor trends, and to analyze differences in substance use
patterns by population subgroups.

The respondent universe is the civilian noninstitutionalized population age 12 years old or older
residing within the U.S. and the District of Columbia. Persons excluded from the universe include active-
duty military personnel, persons with no fixed household address (e.g., homeless and/or transient persons
not in shelters), and residents of institutional group quarters, such as jails and hospitals. The eight largest
states have samples of about 3,600 respondents. For the remaining 42 states and the District of Columbia,
samples of about 900 persons are selected. Young people are oversampled, with one-third of the sample in
each state allocated to age groups 12-17, 18-25, and 26 and older. Thus, although the sample of adults is
45,000, half of the adult sample is 18-25. At each sampled address, a five-minute screening procedure using
a handheld computer lists all household members and their basic demographic data. To obtain the target
sample sizes, a preprogrammed selection algorithm selects zero to two sample person(s), depending on the
composition of the household.

The data are collected through computer-assisted interviewing (CAI), including audio computer-
assisted self-interviewing (ACASI), on a laptop computer. The interviews average about an hour. Each
respondent who completes a full interview is given a $30 cash payment. The questionnaire contains
demographic items (interviewer-administered) and self-administered questions pertaining to the use of
tobacco, alcohol, and illicit drugs (as well as injection drug use), perceived risks of substance use, substance
dependence or abuse, arrests, treatment for substance use problems, pregnancy and health care issues, and
mental health issues (SAMHSA, 2010).

lll. DESIGN OF THE MENTAL HEALTH SURVEILLANCE SYSTEM (MHSS)

Based on the Federal Register definition, SAMHSA established an operational definition of SMI among
adults: at least one DSM-IV disorder, other than developmental or substance-use disorder, in the past 12
months that resulted in serious impairment. Serious impairment was determined to be equivalent to a DSM-
IV Axis V Global Assessment of Functioning (GAF) score of less than or equal to 50.

Questionnaires

In consultation with the TAG, two candidate impairment scales were selected and modified for use in
the 2008 NSDUH. They are the World Health Organization Disability Assessment Scale [WHODAS] (Rehm
et al., 1999) and the Sheehan Disability Scale [SDS] (Leon, Olfson, Portera, Farber, & Sheehan, 1997).

The WHODAS consists of a series of 16 questions used for assessing disturbances in social adjustment
and behavior. Because of the length of the WHODAS, an IRT analysis was done to see if a reduced set of
items would be sufficient for measuring impairment. This resulted in an abridged set of eight WHODAS
items used in NSDUH (Novak, Colpe, Barker, & Gfroerer, 2010). Respondents were asked how much
difficulty they had doing each of eight activities “during the one month in the past 12 months when your
emotions, nerves, or mental health interfered most with your daily activities.” The eight items were assessed
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on a 0 to 3 scale with categories of “no difficulty” (0), “mild difficulty” (1), “moderate difficulty” (2), and
“severe difficulty” (3).

The SDS consists of a series of questions that is used to measure impairment in a person’s daily
functioning in four role domains. Respondents were asked how much their “emotions, nerves or mental
health” interfered with each role domain “...during the month in the past 12 months when you were at your
worst emotionally.” The SDS role domains are assessed on a 0 to 10 visual analog scale with impairment
categories of “none” (0), “mild” (1-3), “moderate” (4-6), “severe” (7-9), and “very severe” (10).

The K6 scale used to measure past-year nonspecific psychological distress consists of six questions
asking frequency of symptoms during the month in the past year when the respondent was at his/her worst
emotionally. Response options are “none of the time” (0), “a little of the time” (1), “some of the time” (2),
“most of the time” (3), and “all of the time” (4). The sum of the values for the six questions is the K6 score
(range 0-24).

The clinical diagnostic interview used in the MHSS is the Structured Clinical Interview for DSM-IV-TR
Axis I Disorders Non-Patient Edition (SCID-I/NP). The SCID-I/NP (First, Spitzer, Gibbon, & Williams, 2002)
is a semi-structured diagnostic interview that has been widely used in clinical components of studies such as
the NCS-R (Kessler et al., 2004), the National Survey of American Life (Jackson et al., 2004), and the NSDUH
substance-use disorders reappraisal study (Jordan, Karg, Batts, Epstein, &Wiesen, 2008). The interview was
modified to assess past 12-month mental health disorders and functioning via telephone.

Diagnostic modules contained in the MHSS version of the SCID include mood disorders, psychotic
disorders, anxiety disorders, eating disorders, impulse control disorders, substance use disorders, and
adjustment disorders. Also included in the MHSS SCID is the DSM-IV Axis V GAF Scale, a clinical
interviewer (CI) rating of the respondent’s period of worst psychological, social, and occupational
functioning during the past year. Functioning is rated on a scale from 1-100.

Field Interviewer (Fl) and Clinical Interviewer (Cl) Training

For the MHSS, all NSDUH FIs were required to review a MHSS handbook, complete a MHSS electronic
training course, and attend a one-hour classroom training session (Colpe et al., 2010). Clinical interviews
were conducted by master’s and doctoral level mental health professionals who had been carefully and
extensively trained to administer the SCID over the telephone. Training was led by four clinical supervisors
(CSs)—experts in the DSM and the SCID —and was overseen by the lead author of the SCID. The study
protocol included comprehensive instructions for identifying and managing distressed respondents as well
as ongoing supervision and inter-rater training exercises for the clinical interviewers.

Protocol for Selection of SCID Subsample

At the end of the main NSDUH interview, a subsample of adult respondents was asked if they would be
willing to participate in an additional study that would gather more information about their recent mental
health history. The request was scripted as part of the CAPI interview, and field interviewers (FIs) did not
know in advance which respondents would be selected. Selected respondents were presented with a Special
Study Description for informed consent. Those agreeing to participate were given a $30 cash incentive in
addition to the $30 they received for completing the main NSDUH. FIs collected contact information (first
name, telephone number(s), and best days and times to call). Within two to four weeks of the NSDUH main
interview clinical interviewers called respondents and conducted the SCID interview. CIs completed the
SCID on paper and audio-recorded the interview (with permission).
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Sample Design & Response Rates for the 2008 MHSS

The two primary objectives for the first year of the MHSS were to (1) determine which of the two
impairment scales, used in combination with the K6 scale, provided the more accurate prediction of SMI in
NSDUH and would therefore be administered to the entire sample of adults in the 2009 and later surveys,
and (2) develop prediction models that will accurately classify NSDUH respondents as meeting or not
meeting criteria for SMI. Half of the NSDUH adult sample was randomly assigned the WHODAS and the
other half the SDS. A subsample of approximately 1,500 adult NSDUH participants was selected for the
follow-up clinical interview (750 from each of the main study half samples). The SCID subsample was
stratified, based on respondents’ K6 scores, to optimize the sample allocation for prediction modeling. Strata
were constructed according to seven K6 scoring bands. Sampling rates were substantially lower for K6
scores 0 to 7 under the assumption that clinical positives would be rare in that scoring range. Of the 2,291
NSDUH respondents selected for the follow-up interview, 1,977 agreed to participate (86%). Clinical
interviews were completed for 1,506 of those (76%). The most common reason for noncompletion among
those initially agreeing to participate was inability to contact respondents by telephone after repeated
attempts (15%).

IV. MODEL DEVELOPMENT & ESTIMATION

A series of weighted logistic regression prediction models were developed in which the K6 and either
the WHODAS or SDS (collected within the main study) were used as explanatory variables of SMI status
(collected from the SCID interview; Aldworth et al., 2010). The response variable, Y, was defined such that
Y =1 when an SMI diagnosis is positive; otherwise, Y = 0. If X is a vector of explanatory variables, then the
response probability (7= FPr (Y =11 X)can be estimated using separate weighted logistic regression models
for each of the WHODAS and SDS half samples. For each model, a cut point probability ™o was determined,
so thatif ™ = To for a particular respondent, then he or she was predicted to be SMI positive; otherwise, he or
she was predicted to be SMI negative. Receiver Operating Characteristic (ROC) analyses were used to
determine the cut point that resulted in (approximately) equal weighted numbers of false-positives and
false-negatives, to provide nearly unbiased estimates. Models were evaluated based on three criteria: (1)
model robustness (e.g., preference given to parsimonious models that could be implemented in other
surveys collecting similar covariates), (2) minimization of misclassification errors in SMI prediction (i.e.,
exhibiting reasonable ROC statistics), and (3) reasonable SMI estimates based on the full 12-month data set
(i.e., balanced across several demographic subgroups and across the WHODAS and the SDS half samples).

Model fit statistics and sensitivity analyses indicated that in combination with the K6, the WHODAS
was a better predictor of SMI than the SDS. Consequently, this impairment scale was chosen for
administration in the 2009 and subsequent surveys.

The final WHODAS prediction model for estimating SMI was determined as follows, with a cut point ™o
of 0.26972:

logit(f) = log[ft /(1 — )] = —4.7500 + 0.2098X,, + 0.3839X,, )
Where T refers to an estimate of the SMI response probability T for the model,

X refers to the recoded past year K6 score, where scores less than 8 were recoded as 0, and scores of 8 to
24 were recoded as 1 to 17, and
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Xw refers to the sum of recoded WHODAS item scores, where item scores of 0 or 1 were recoded as 0,
and item scores of 2 or 3 were recoded as 1.

SAMHSA also was interested in deriving model-based estimates of “any mental illness” (AMI). AMI,
defined similarly to SMI with respect to the presence of a diagnosable mental disorder, does not require
functional impairment from the disorder. After assessing a variety of models, the original SMI model was
chosen to estimate AMI, using a cut point of 0.024. National model-based estimates for 2008 were 4.4% for
SMI and 19.5% for AMI (SAMHSA, 2010). These prevalence rates, as well as patterns across subgroups and
correlations with key variables (e.g., treatment), were compared with corresponding estimates from other
studies and found to be similar.

V. KEY ISSUES & FUTURE DIRECTIONS

Updating the Models & Measuring Changes across Time

The MHSS has been continued with 500 clinical interviews completed in 2009 and 2010, and 1,500
planned for collection in 2011 and 2012, supported by funding from NIMH. However, a plan for
incorporating the 2009 and subsequent SCID data into the production of SMI and AMI estimates has not
been finalized. One approach would be to identify a new “best” prediction model each year using the
additional clinical interview data. However, given the small size of the SCID subsample, the updated model
would likely introduce substantial variability that would make trend analysis difficult. Data from the 2009
SCID sample produced parameter estimates similar to those from 2008, providing evidence that the 2008
models are reasonable. Therefore, the 2008 WHODAS model, parameter estimates, and cut points were used
by SAMHSA to produce 2009 national estimates of SMI and AMI prevalence (4.8% and 19.9%, respectively).
SAMHSA plans to continue to apply the 2008 model for 2010 estimation, but to re-evaluate after more SCID
data are accumulated in 2011 and 2012.

Estimation of the Variance of SMI & AMI

Currently, the variance that has been estimated for SMI and AMI assumes that the prediction model is
correct and the estimated parameters from the prediction model are the “true” parameters. That is, the
calculation of the standard errors does not take into account the variability incurred by using a small sample
based model to calculate predicted values which are then used to produce estimates of SMI and AMI. A
study is currently underway to investigate methods for estimating the “true” variance.

Determining an Optimal Sample Design for Model-Based & Direct Estimates

Since one of the initial goals of the MHSS was to develop models for estimating SMI, the sample design
oversampled cases with higher K6 scores and had very low sampling rates for cases with K6 scores below 4.
In addition, the main NSDUH sampling rates varied by age and state. The resulting extreme variation in
sampling weights created difficulties in the analysis, particularly due to the small number of cases with very
large weights (primarily older adults with low K6 scores) that were diagnosed with SMI in the SCID. In
addition, the shift in focus to include the estimation of AMI created a need for a more balanced design, so
SAMHSA made adjustments to the sampling rates to attempt to address this, increasing the sampling rates
for low K6 scores (beginning July 2009) and reducing the sampling rate for 18-25 year olds (beginning
January 2010). However, a clear approach to make decisions about the design of the SCID subsample has yet
to be determined.
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Nonresponse Bias

Since the recruitment for the MHSS occurs after the main NSDUH interview is completed, there is a
depth of information available for both the respondents and nonrespondents to the MHSS. This allows for
the evaluation of nonresponse bias between the NSDUH interview and the clinical interview. Differences
between MHSS respondents and nonrespondents on demographic variables as well as substance use, health
status, and mental health status are being investigated. Preliminary results showed that adults sampled who
initially refused to participate had much lower rates of mental health problems than NSDUH respondents,
while those not completing the SCID interview after agreeing to participate (and collecting the $30
incentive) had rates similar to NSDUH respondents. Analyses will evaluate whether there is a relationship
between the main study key outcome variables and propensity to respond, whether persons with low
response propensities are similar to nonrespondents on key outcome measures, and whether there is a
relationship between response propensity and the clinical mental health measures collected through the
SCID. Results from these analyses will be used to assess the nonresponse bias and to better inform the
adjustment for nonresponse via weighting.

Bias Corrected Alternative Estimators of SMI & AMI

The prediction model yielded estimates that are unbiased for the overall adult population because the
chosen cut-point equalized the weighted numbers of false-positive and false-negative counts of SMI.
However, the false-positive and false-negative counts may not necessarily be equally distributed within
population subgroups. Within some domains, therefore, the models may yield biased estimates of mental
illness. Studies are underway that investigate alternative estimates of mental illness that correct for this bias
within domains.

Disorder Specific Estimates Using Data from the SCID

Although the primary goals of the MHSS study were to produce model-based estimates of SMI and
AM]I, the nationally representative SCID data potentially could be used to produce direct estimates of
specific mental disorders. Direct disorder-specific estimates have been generated for each year of data
collection, for 2008, 2009, and 2010, and by combining 2008-2010 data. Preliminary results indicate that
disorder-specific estimates produced separately for each year of collection were unstable and affected by
extreme weights, leading to a decision to not publish estimates at this time, but investigations are
continuing.
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Planned Missing Data Designs in Health Surveys

David R. Johnson, Veronica Roth, and Rebekah Young (The Pennsylvania State University)

When designing a survey, researchers often must decide whether to abandon standard measures for
shorter measures. Many survey methods are designed for relatively short data collection instruments (Groves
et al., 2004). Telephone, Web, or mail surveys all require strict limits on the amount of information to be
gathered to insure high response rates, reduce respondent burden, and increase the validity of the responses
obtained. Long survey instruments can lead to increased respondent burden and satisficing—the tendency to
answer with little cognitive effort, which decreases response validity (Krosnick, 1991). Researchers usually
have two choices for keeping the survey instrument at a reasonable length: (1) decrease the number of
concepts measured, which may decrease the utility of the data gathered, including the validity of the findings,
and (2) measure multi-item scales with shortened scales or single items. For example, instead of using a full
standard 30-item scale, a researcher may select only ten items to ask. This strategy may reduce reliability and,
perhaps more importantly, hinder comparisons with published studies that use the full scales.

Planned missing designs (also referred to as matrix sampling) present a third option for health
researchers. The length of a questionnaire can be reduced by decreasing the number of scale items asked of
each participant, while the information still can be analyzed as if the full standard scale measures were used.
This method retains full reliability and comparability to studies using complete measures. The cost is in
statistical power; research goals requiring full statistical power should be assessed by measures and items
collected from all study participants. Other research objectives can be addressed with lower statistical power
for certain items or scales less central to the principal aims of the study. Scales or items in the questionnaire
that do not require the statistical power of the full sample could benefit from a planned missing data design.

In a planned missing (PM) data design, entire sections of an instrument may be omitted for certain
respondents, or respondents may receive only a partial version of a given section (Belin, Datt, Desmond, &
Ganz, 1999). Items or scales to be included are randomly assigned to each respondent. A common PM
design is the three-form design (Graham, Taylor, Olchowski, & Cumsille, 2006); it includes a set of items
asked of everyone plus three randomly assigned sets of items, one set of which is included on each form,
such that respondents receive two-thirds of the total survey items. Many other designs are conceivable, such
as including a smaller percentage of the items asked or using more forms (Schafer & Graham, 2002). With
multiple-item scales, either the whole scale can be dropped from a random sample of the surveys, or each
respondent can be given a random subsample of the scale items (Graham et al., 2006). The main requirement
is that for every pair of items in the survey, there should be a subset of respondents who answer both items.
The relative sample size of these pairs affects the standard errors obtained when the data are analyzed
(Bunting, Adamson, & Mulhall, 2002). Loss of statistical power is a concern, though it is often substantially
smaller than researchers expect if efficient imputation methods are used (Enders, 2010). When items with
PM data are correlated with other items included in the survey, the power lost can be quite small. In a
simulation study with inter-item correlations of 0.3 and a three-form design leaving 33% of data missing,
Enders (2010) found power for the covariances with the smallest proportion of cases to be within 90% of the
power without a PM design. When the inter-item correlations were .1, however, the power for these was
reduced to only 20% of that found when the PM design was not used. Because scale items tend to be
substantially correlated with other items in the scale, a PM design to reduce the scale length is expected to
have little impact on statistical power.
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Accounting for all the observed data with a PM design requires that the analyst use modern techniques
for the treatment of missing data. The most widely used techniques are multiple imputation (MI) and full
information maximum likelihood (FIML) methods. MI replaces missing values with sets of plausible ones,
accounting for the uncertainty arising from missing values by running the analysis on multiple data sets
with complete information for all variables (Little & Rubin, 2002). Maximum likelihood techniques,
commonly found in structural equation software (e.g., Mplus, Amos), allow for the estimation of
multivariate models with incomplete data matrices. Recent developments in these techniques and user-
friendly, accessible software have increased the practical utility of PM designs and the range of analysis
models that can be applied (Johnson & Young, 2011).

In this paper, we describe the application of a three-form planned missing design to three health-related
scales in the National Survey of Fertility Barriers (NSFB). The NSFB is a nationally representative probability
sample of 4,700 women, ages 2544, interviewed by telephone (Johnson & White, 2009). The study was
designed to assess social and health factors that relate to the reproductive choices and infertility of American
women. The theoretical model that guided this study built on medical health service utilization and help-
seeking models. Multiple outcome, structural, and intervening variables were needed to test facets of the
model. These included factors that contributed to help-seeking for infertility and social psychological, social
structural, and economic outcomes for women and their partners. Due to budget reductions, a desire to limit
respondent burden, and limitations of the survey mode, it was necessary to restrict the interview to an
average length of 30-35 minutes. This required reducing the number of items in 21 multi-item scales
measuring key concepts. We sought the shortest standard measures with acceptable reliability and validity
then further reduced the number of items in some scales based on a pilot study conducted with 580 women
living in Midwestern states. These steps helped reduce the length of the survey, but further reduction was
necessary. We decided that a PM approach would reduce the survey length but still permit us to assess all
the measures needed to meet study objectives.

We focus on only three of the health-related scales that all respondents were eligible to answer: (1) a ten-
item version of the CES-D depression scale (Andresen, Malmgren, Carter, & Patrick, 1994), (2) a Medical Locus
of Control Scale (Wallston, Wallston, & Devellis, 1978), and (3) an eight-item scale constructed for this study
that assessed respondents’ attitudes about the ethics of infertility treatments (Ethics of ART). The PM design
and the wording of the items from the three scales used can be found in Appendix A. For the 21 scales
included in the survey, including the three we focus on here, the scale items were divided into three sets. For
each scale, one in five respondents was randomly selected to receive all items. Otherwise, each respondent
received two of the three sets, the third set having been omitted at random. Because selection into the PM
design occurred for each scale and for each respondent, all respondents were likely to have a shortened
version of at least one of the scales. Overall, there were 96 items in the 21 scales subject to the PM design. For
respondents who were eligible for all scales, the average number of excluded survey items was 38; this
resulted in a savings of approximately five minutes in survey length. Respondents who neither had infertility
problems nor sought treatment for infertility saved less time.

The three-form PM design we implemented differs from the designs described in the literature (Enders,
2010; Graham et al., 2006). With a conventional design, the entire instrument, rather than specific scales, is
divided into parts—three subject to being dropped in the PM design and a fourth asked of every
respondent. This is a practical strategy for paper-and-pencil questionnaires because only four versions must
be designed and printed. A computer-assisted telephone interviewing (CATI) system offers researchers
greater design flexibility because there can be as many versions of the questionnaire as there are
respondents. In the NSFB design, each scale was divided into three parts, each containing approximately
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two-thirds of the scale items, and separate random numbers were used to assign each scale to each
respondent. This strategy had the advantage of increasing the randomness of the distribution of PM items
and reducing problems estimating higher-order interaction effects among variables appearing in different
forms (Graham et al., 2006). In our design, no restrictions are imposed on the levels of interaction effects
between scales that can be estimated.

Rather than dropping items within scales, an alternative strategy, also designed for the flexibility of a
CATI system, is the random dropping of entire scales. This approach simplifies the process of imputing the
PM data and incorporating whole scales into analyses with FIML methods. Imputation is simplified because
the imputation model can be set to impute summated scale scores rather than the actual items, which
greatly reduces the number of variables in the imputation model. Maximum likelihood approaches require
the estimation model to include equations that combine items for the linear creation of scale scores. For
scales with many items, computation time would increase substantially, as well as the odds of failed
estimation. Dropping whole scales, however, has been found to yield lower power then dropping a fraction
of scale items (Graham et al., 2006). We choose the item-level approach because of plans to use some single
items from the scales in analyses and because some of the investigators on the project had concerns about
deleting whole scales for some respondents. The large number of variables in the dataset that needed to be
imputed complicated, but did not prevent, the imputation of a dataset which accounted for all PM values.

The specific PM design we used appeared to be unique; no other surveys using a similar design could be
found. We added components to our design to aid in evaluating the quality of the data obtained and to
assess whether our design would affect the substantive results. Beginning about one-third of the way into
the data collection process, we decided to modify the basic PM design by randomly selecting one of five
respondents to receive all items in a scale. This allows us to compare characteristics and reliability of the
scales that did and did not include a PM component. To reduce potential selection bias, we restrict our
analysis here to respondents interviewed after the design change occurred. This reduced our sample size to
approximately 2,700 respondents.

IMPUTING WITH A PM DESIGN

The missing data that occurs with a PM design has been randomly assigned, and is therefore missing
completely at random (MCAR). When data are MCAR, the statistical characteristics (mean, distribution, etc.)
of the variable are unbiased estimates of the values that would have occurred had all cases been observed.
This pattern of missingness allows for use of imputation and maximum likelihood methods to maximize use
of the data that were observed. Compared to maximum likelihood approaches, imputing PM values is
advantageous as a general data analysis strategy because it generates a complete data matrix, though both
strategies yield nearly indistinguishable results in multivariate models (Johnson & Young, 2011). For the
NSFB data, an imputed version of the PM design items was included in the public release data set. We
evaluate imputation strategies in this paper.

A number of imputation approaches have been developed and described elsewhere (Johnson & Young,
2011; Schafer & Graham, 2002). One widely implemented approach has been the normal multiple
imputation model, implemented in several forms in SAS, Stata, SPSS, R, and others. When the missing data
are MCAR or missing at random (MAR), this approach yields proper unbiased estimates that take into
account the uncertainty introduced by the missing values. Multiple data sets (five or more) are generated
that vary only in the values assigned to the missing data. Statistical analysis is conducted separately in each
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data set, and the separate estimates are combined using Rubin’s Rules so that the standard errors reflect the
uncertainty of each imputed value.

The normal model requires the assumption that all variables are quantitative and continuous, with a
multivariate normal distribution. As a result, the imputed values follow a normal continuous probability
distribution. Although measures rarely conform to this assumption, simulation studies have shown that the
method is quite robust to violations. The imputed values in the normal model are also likely to assume
decimal values and values beyond the range of the observed data. For example, a variable with four ordinal
categories (1, 2, 3, 4) may be imputed with a decimal (e.g., 2.87) or outside the range (e.g., 4.92). For
applications involving multivariate models that rely on variables” covariance (e.g., regression and structural
equation models), the univariate distribution of the imputed values is of little concern, and, therefore, it is
entirely appropriate (and recommended) to leave imputed values “as is.”

For other uses, particularly when a large fraction of the data are imputed, discrepancies between the
distribution of observed values and missing values may be problematic, as imputed values will follow a
normal distribution even when the observed distribution is quite different. Some scales may have
established cutoff scores that indicate pathology, for example, but these cutoff points may be biased if the
distributions of the imputed data vary widely from the distribution of the observed data. Here we evaluate
three strategies that can be used to solve this problem. The first is to use an imputation approach that treats
the response categories as nominal and uses multinomial regression to generate the imputed values. This
“tailored” approach does not require the fully normal assumption for the imputed variables and usually
leads to distributions that more closely approximate the observed distribution. The second approach we use
here is to calibrate the imputed values to match the observed distribution. Yucel, He, and Zaslavsky (2008)
developed a procedure for calibrating the values under a MCAR model. We have implemented this
approach in a Stata ado, available by request from the authors. A third common strategy is to round the
values to fit within the observed range. This “naive” rounding strategy modifies the imputed values to
parallel the observed values but does not yield matching distributions and may create biased estimates
(Horton, Lipsitz, & Parzen, 2003). While this strategy is not advisable, we include it here because it is
commonly employed with implausible values.

A final strategy for handling missing values in scales is to use information only from the available items.
For example, if observed values are available for six of the ten items in the scale, the mean of the six items
can be computed and used for that respondent. If a summated score for the scale is used, the mean can then
be multiplied by the total number of items in the scale to yield the same range. Schafer and Graham (2002)
describe this approach and conclude that, although it is not optimal, it is likely to yield reasonably unbiased
estimates, particularly if the missing pattern is MCAR.

These data were imputed using the ICE program in Stata. The imputation models were informed by all
items in the three scales used here and an additional set of three variables in the data set, which were used
to improve predictions of the unknown values. We generated 25 imputed data sets. One set of imputed
values employed the normal model and assumed all variables were quantitative and continuous. Next,
these values were modified in two ways: (1) the imputed values were calibrated using the Yucel, He, and
Zaslavsky (2008) method and (2) the values were rounded and recoded to fit the observed range. The
tailored model also was generated with ICE, using a multinomial logistic regression as opposed to linear
regression, for the predictive equations for the imputed values. The scales were created as summated scores
after the item-level data were imputed; we created an available-item scale score from the mean of available
(nonmissing) items, multiplied by the total number of scale items. We also present results from a subsample
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of respondents who were asked to respond to the full scale. For the purposes of this study, we did not use

the sample weights.

FINDINGS

We begin by examining descriptive information on each version of the three scales. Table 1 presents the

averaged means and standard deviation of each version from each of the 25 imputed data sets. Each strategy
produced very similar results. For the CES-D scale, the mean score rounded to two digits was 17 for all, but

varied slightly with more digits of accuracy. The respondents who received all items had the lowest mean
and the available-item strategy produced the highest standard deviation. Mean and standard deviations of

the various versions of the other two scales were also very similar.

Table 1 also presents the Cronbach’s alpha reliability coefficient for each version of the scales, except the

available-items scale, for which alpha cannot be calculated. These were remarkably similar to each other and
to the reliability for respondents receiving all items. The planned missing design did not result in a loss of

scale reliability. The CES-D was the only scale where alpha was slightly higher for those not in the PM

design. We conclude that a PM design with imputed data can yield scale reliability estimates approximately

the same as would be found if no PM design were used.

Table 2 presents the correlations among the different estimates for the respondents in the PM design. For

all three scales, the mean of the available items had the lowest average correlations with the imputed

estimates. All correlations were over 0.9, many in the 0.99 range. We conclude that the approaches yield
similar estimates as indicated by the high correlations among them.

Table 1. Descriptive Information & Alpha Reliability of the Scales

CES-D Medical Locus of Control Ethics of ART Scale
(10 items) (6 items) (8 items)
Alpha Alpha Alpha

CODING OF PM RESPONSES Mean SD Mean Mean SD Mean Mean SD Mean
Respondent received all items (no PM) 16.67 4.94 0.82 17.44 2.34 0.74 13.04 3.77 0.84
Available items scale 17.02  5.05 — 17.63 2.91 — 1295 3.82 —
Imputed with normal model 17.00 4.84 0.80 17.61 2.67 0.78 12.97 3.70 0.85
Calibrated imputed normal model 16.96 4.78 0.79 17.61 2.60 0.76 12.97 3.64 0.84
Imputed with tailored (multinomial) model 17.02 4.86 0.80 17.59 2.68 0.78 12.99 3.69 0.85
Naive rounding of normal model 17.20 4.68 0.79 17.59 2.66 0.77 13.03 3.62 0.85
Table 2. Correlations among Five Strategies for Handling PM Values for the Three Scales

CESD Mean of Available Items (M) CES-D (M) CES-D (N) CES-D (T) CES-D (C)

CESD Normal (N) 0.971

CESD Tailored (T) 0.970 0.950

CESD Calibrated (C) 0.971 0.992 0.951
a CESD Rounded normal (R) 0.974 0.994 0.953 0.994
& Ethics Mean of Available Items (M) Ethics (M) Ethics (N) Ethics (T) Ethics (C)
8 Ethics Normal (N) 0.930
|:|—: Ethics Tailored (T) 0.934 0.943
E Ethics Calibrated (C) 0.934 0.986 0.944
s Ethics Rounded Normal (R) 0.936 0.987 0.946 0.995
& Medical Locus Mean of Available Items (M) MLOC (M) MLOC (N) MLOC (T) MLOC (C)

Medical Locus Normal (N) 0.931

Medical Locus Tailored (T) 0.929 0.914

Medical Locus Calibrated (C) 0.921 0.986 0.910

Medical Locus Rounded Normal (R) 0.926 0.988 0.908 0.9904
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Fig. 1. CESD Scale distribution for No PM sample and Calibrated Imputed Sample
Kernel Density Distribution

Density

10 20
CESD Scale Score

No PM subsample
————— Calibrated Imputed subsample

Similarities in the means, standard deviations, and high correlations may still result in different
distributions, which may have substantive consequences when using the PM approach. In the next step, we
compared the distributions resulting from the different approaches. Because the calibrated approach is
likely to reflect the distribution at the item level most accurately, we compare the distributions of the
calibrated imputed sample with the distributions of the scales in the subsample of respondents who were
given all items. Figure 1 compares the distributions for the CES-D, using a kernel density estimator. As can
be seen, the distributions are very similar. For this scale which has used cutoffs for determination of
depression pathology, we also compared the cumulative frequency distributions to determine the
proportion of cases below cutoffs of 20 and 30. The percentage of values above the cutoff in both cases

ranged from the same to within 0.1%. Distributions were also similar for the Ethics of ART scale.

Fig 2. Medical Locus of Control Scale Distribution for No PM and Calibratred Imputed samples
Kernel density distribution

Density

T T
15 20 25
Medical Locus of Control Scale Scores

No PM subsample
————— Calibrated Imputed subsample
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Figure 2 compares the distributions for the calibrated version of the imputation to the all-item version of
the Medical Locus of Control Scale. While very similar, the difference in distributions is larger than was
observed for the CES-D scale. The distribution in the no-PM subsample was more peaked, with a greater
proportion of the cases falling near the mean and fatter tails for the calibrated measure. We explore possible
reasons for this difference in a later table.

In Table 3 we explore whether there were differences in the scales depending on the specific set of items
that were excluded in the PM design. In this model we use regression analysis to examine differences in the
scores depending on the set of items received by the respondent. The PM set used was coded into dummy
variables, with the omitted (reference) group consisting of the set in which respondents received all items.
For the CES-D scale, only one set (set 1) was significantly different from the respondents receiving all items,
and only for the available-items version. For all other versions, there was no significant difference between
the PM sets and the non-PM group. For the Ethics scale, two sets differed significantly with the available
item measure, but only set 2 differed significantly for all but the rounded version. Set 2 yielded significantly
lower mean scores for the scale. This might reflect the exclusion of items on egg donation and in vitro
fertilization (IVF). For the Medical Locus of Control Scale, all three sets differed significantly from the scores
of those receiving all items on the available-items measure, but only set 2 differed significantly from this
group for the other four measures. When the scale was asked without items 3 and 4 (“When I get sick, I am
to blame” and “If I take care of myself, I can avoid illness”) higher scores were obtained in all versions.
When the responses to the individual items in the scale were examined, the only items with significantly
higher scores for set 2 were the last two items on the scale. Apparently, omitting items 3 and 4 affected how
items 5 and 6 were answered — perhaps evidence for an effect of item ordering on responses. These results
raise cautions that omitting items may alter the responses to the remaining items in the scale.

Table 3. Regression Models of Scales on PM Set Asked of RespondentJr

Available Items Normal Model Calibrated Normal Tailored Model Rounded Normal

SCALE b b b b b
CESD Scale

Set 1 0.672* 0.227 0.088 0.228 0.438
Set 2 -0.037 0.247 0.202 0.278 0.449
Set 3 -0.292 -0.303 -0.250 -0.274 -0.113
Constant 16.937 16.941 16.940 16.944 16.942
Ethics of ART Scale

Set 1 0.436* 0.039 0.031 0.031 0.108
Set 2 -0.393 -0.473* -0.414* -0.472* -0.371
Set 3 -0.412* 0.163 0.105 0.170 0.216
Constant 13.045 13.028 13.032 13.028 13.035
Medical locus of Control Scale

Set 1 -0.379* 0.009 0.091 —0.008 —-0.026
Set 2 1.378** 0.442** 0.307* 0.414** 0.437**
Set 3 -0.370* 0.169 0.211 0.126 0.145
Constant 17.446 17.442 17.443 17.442 17.442

" Respondents asked all scale items are the comparison group.
*p <.05, **p < .01.

The final table selects two variables in the data set, a Life Satisfaction Scale and Self-Reported Health,
and explores differences using a regression model in the effects of the three scales on these outcomes in
equations, including a number of background and control variables. We only present results for the
available-item, normal imputed, and calibrated normal models. Results from the other models (by request)
are similar to the results reported here. The three ways of handling the PM data had little effect on results
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for both outcome variables. The largest differences in the b-coefficients is found for the effect of the Medical
Locus of Control Scale on Life Satisfaction, where the effect was substantially smaller for the normal
imputed version than for the calibrated and available-item mean versions.

Table 4. Regression Models for Effects of Three Ways of Coding PM Data on Life Satisfaction & Self-Reported Health

Self-Reported Health
Life Satisfaction Scale' (1=Poor,4 = Excellent)‘t
Mean of Calibrated Mean of Calibrated
Available Normal Normal Available Normal Normal
Items Imputation  Imputation Items Imputation  Imputation

INDEPENDENT VARIABLES b b b b b b
CESD Scale —0.109*** —0.114*** —0.114%** —0.025*** —0.026*** —0.027***
Ethics of ART Scale —-0.082 -0.012 -0.020 —-0.068 —-0.007 —-0.008
Medical Locus of Control Scale 0.176*** 0.118*** 0.189*** 0.016** 0.017%** 0.017**
Constant 11.170%** 14.170%** 11.080%** 3.566%** 3.562%** 3.589%**
N 2,658 2,708 2,708 2,658 2,708 2,708
Adjusted R’ 0.321 0.315 0.314 0.276 0.269 0.277

TControlling for religiosity, economic hardship, biomedical barriers to conception, presence of a chronic illness, self-report of health,
presence of mental illness, self-admission of infertility, age, education, marital status, race, and religion.

¥ This controls for all variables in the first model except self-reported health.

*p <.05, ** p<.01, ***p <.001.

DISCUSSION & CONCLUSIONS

Our findings suggest that a planned missing approach is a viable option for assessing health-related
scales when there are concerns about respondent burden and interview length. Our analysis demonstrated
that when proper tools and methods are used to impute the values for variables excluded by the PM design,
the measures yield reliable scales with means and distributions closely matched to what would be found if
all the items had been queried. Although imputing the PM data can be an onerous and time-consuming task
increasing the analyst burden, particularly if there is a desire to impute all PM data in a large survey, new
imputation and calibration tools are available that can facilitate this process. If the researcher chose to leave
the PM missing values in the data set and only deal with missing data in the analysis of specific research
problems, then the presence of these missing cases would be less of a chore. In this circumstance, it is likely
that the researcher would need to impute missing data for other variables also, and the imputation of the
planned missing values would be carried out as part of that process.

The most serious concern we encountered that suggests some caution in using a PM design such as used
here was the evidence that omitting items in the middle of a scale may affect responses to items asked later.
It would be possible to avoid this ordering effect in two ways. First, items can be randomly rotated to reduce
an order effect. Second, a PM design can be used that randomly drops whole scales for some of the survey
respondents. The advantage of this second approach is that everyone assessed on the scale gets the same set
of items. The disadvantage is some reduction in statistical power.

Many possible types of PM designs can be tailored to the specific needs of the research. These need not
follow the basic three-form design or the design used here. The proportion of respondents dropped for
specific questions can also be smaller or larger depending on the needs of the research. For example, in a
large survey of health care utilization in 15 markets with over 10,000 respondents, there was an interest in
assessing whether social desirability response tendencies may have affected reports of adherence to
physicians’ recommendations. Including a multiple-items social desirability scale on all surveys would
increase respondent burden and distract from the main objective of the study. Including the scale on only a
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random fraction of the respondents, perhaps even as little as 25-50%, and imputing values for the rest,
would allow the social desirability scale to be included in multivariate models without decreasing the
power of other variables but would still test for social desirability effects.
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Appendix. Items & Planned Missing Design for the Three Scales

Planned
Missing Set
Scale  Question Wording 1 2 3
1 I was bothered by things that usually don’t bother me. X X
2 | had trouble keeping my mind on what | was doing. X X
3 | felt depressed. X X
4 | felt that everything | did was an effort. X X
CES-D' 5 |felt hopeful about the future. X X
6 | felt fearful. X X
7 My sleep was restless. X X X
8 | was happy. X X
9 Ifelt lonely. X X
10 | could not get going. X X
1 If I getsick, it is my own behavior which determines how soon | get well again X X
2 lam in control of my health X X
MLoCH 3  When | get sick, | am to blame X X
4 If | take care of myself, | can avoid illness. X X
5 If | take the right actions, | can stay healthy. X X
6 The main thing which affects my health is what | myself do X X
1 Helping a woman get pregnant by inseminating her with her husband or partner’s sperm? X X
2 Helping a woman get pregnant by inseminating her with sperm from a donor. X X
3 Using In vitro fertilization, or IVF. X X
4 Using the eggs of a donor. X X
5 Using a surrogate mother. X X
Ethics* 6 Using a gestational carrier. X X
7 Some medical procedures used to help people have children increase the chance of twins, X X

triplets, or more.
When a large multiple pregnancy occurs, it is possible to remove some of the fetuses in

8 order to reduce the risk to the remaining fetuses. For example, it is possible to reduce a X X
quadruplet pregnancy to a twin pregnancy.

"The response options were read in this order: (1) rarely or never, (2) some of the time, (3) quite a bit of the time, or (4) all the time.
Items 5 and 8 were reverse coded. High scores indicate more depression.

*The response options were given as: Please indicate whether you (4) strongly agree, (3) agree, (2) disagree, or (1) strongly disagree. High
scores indicate greater control.

* The response options were given as: Do you think this causes (1) no ethical problem, (2) some ethical problems, or (3) serious ethical
problems? High scores indicate greater ethical problems.
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Advancing the Measurement of Health Status and Health
Behaviors through Modern Test Theory

Adam Carle (University of Cincinnati)

1. INTRODUCTION

Health surveys frequently rely on fallible self-report data, with participants reporting on themselves.
Thus, they typically measure participants” health statuses and behaviors only indirectly. This leads to
challenges. In this paper, I briefly review some of these challenges and discuss modern test theory and
related measurement models as tools for addressing them. These models include item response theory
(IRT), confirmatory factor analysis (CFA), and structural equation modeling (SEM)-based models (e.g.,
multiple group [MG] multiple cause multiple indicator [MIMIC]). Each uses mathematical models to
describe how individuals respond to questions. Equations describe the relations among item responses, and
equations’ parameters provide empirical assessments of the questions” measurement properties. With them,
one can make empirically based decisions about measurement quality.

2. CHALLENGES IN MEASURING HEALTH STATUSES AND BEHAVIORS

2.1 Reliability

When measuring constructs indirectly, random measurement error influences measurement (McDonald,
1999), leading to unreliable measurement. Reliability refers to the concept that, if respondents answered a
set of questions under the same circumstances, they should give the same answers each time (McDonald,
1999). Despite best efforts, random measurement error will influence responses. Without reliability, it is
unclear whether survey responses have captured the construct of interest. With high reliability, one feels
confident that random measurement error does not influence responses. Respondents would consistently
receive a similar value on the question(s) of interest. Low reliability suggests that respondents may give a
response or receive a score based on random measurement error rather than their “true” status.
Subsequently, any research or decisions would be based in error. To date, too little survey research has
addressed reliability (Carle, Blumberg, Moore, & Mbwana, 2011).

When survey research has addressed reliability, it has tended to use the traditional classical test theory
approach (Carle et al., 2011), which treats reliability as a constant. It does not allow for the possibility that
some questions may provide more reliable measurement at higher (or lower) health status levels (Embretson
& Reise, 2000). For example, consider a question that asks respondents to describe illegal behavior related to
alcohol use. Respondents may dwell on the question due to its sensitive nature. This could lead to
consistent, reliable responses. However, describing legal behavior may not cause as much concern. Thus,
respondents may provide less consistency in these responses. If this occurs, the questions would provide
excellent reliability for individuals engaging in illegal behavior (likely those with high problem levels), but
poorer reliability for those with less severe problems. Researchers should acknowledge that reliability can
differ across construct levels (Carle et al., 2011).

Parameters in measurement models explicitly address this possibility. In SEM-based models, loadings
describe how strongly questions relate to the construct (Bollen, 1989). In IRT, the discrimination parameters
provide similar information (Hambleton, 1985). High loadings or discrimination parameters indicate
questions that provide reliable measurement. A second set of parameters in the models indicate at what
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construct level responses prove most reliable. In IRT, location parameters give the level of the underlying
construct at which respondents are more likely than not to endorse an item (Embretson & Reise, 2000).
Thresholds provide similar information in SEM (Muthén, 1984). Responses to questions are most reliable at
the threshold (in SEM) and discrimination (in IRT) values.

Figure 1. An Example Item Characteristic Curve
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Figure 1 provides an example of an item characteristic curve (ICC). One can generate ICCs from both
SEM- and IRT-based models. Values of the measured construct fall along the x-axis, while the y-axis reflects
the probability of endorsing the question. The ICC depicts how the probability of endorsing the question
changes as levels of the construct increase. At low levels, individuals will not likely endorse the question. At
the location (threshold) parameter’s value, the probability that an individual will endorse the question
surpasses 50%. The slope of the curve reflects reliability. The steeper the curve, the more reliably the
question discriminates between individuals at a given level of the measured construct (Embretson & Reise,
2000).

Using ICCs, a researcher can examine whether responses to a question tend to provide reliable
measurement (e.g., is the ICC steep?) and at what levels responses provide their most reliable measurement
(e.g., where is the ICC steepest?). If a researcher seeks to reliably measure a construct across all levels, one
would want a set of questions with steep ICCs but with location/threshold parameters dispersed across
levels of the construct. Alternatively, if seeking to measure only one level of a construct, one would want a
set of questions with steep ICCs but with location/threshold parameters clustered around a specific
construct level. In this way, health survey methods researchers can make empirically informed decisions
about which questions to include on a survey questionnaire.

2.2 Internal Validity

As a second challenge, measurement in health surveys may lack internal validity. Health surveys often
use a set of questions to measure a single construct (e.g., alcohol dependence) and subsequently create a
summary score based upon the set. If the researcher expects that the questions measure a single construct,
internal validity refers to the extent to which empirical data support the hypothesis that the questions
measure a single construct (McDonald, 1999). Scoring systems should have internal validity in order for the
scores to have meaning. Unfortunately, few studies have examined internal validity in health surveys.
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Figure 2. An Example of Measurement Bias’ Influence on
Population Health Measurement
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2.3 Measurement Bias

Health surveys also should have equivalent internal validity and psychometric properties across various
subpopulations (e.g., Whites, Blacks, Hispanics). The possibility exists that participants respond to questions
about themselves differently depending on their social and economic (SES) backgrounds or other
characteristics. This possibility, a form of systematic measurement error often labeled measurement bias or
differential item functioning (DIF), refers to the fact that two individuals with an identical underlying health
status may nevertheless respond differently to questions asking about their health. For example, two people
with equivalent alcohol dependence behavior levels may respond differently to questions about their
alcohol use due to culturally divergent beliefs about discussing their alcohol use. One may feel free to discuss
his/her behavior, while the other does not. Thus, despite equivalent pathology, the two would appear
dissimilar based on their responses to questions. As a result, efforts to understand individuals’ health based on
their responses to questions about their health would include systematic flaws (see Figure 2).

Measurement bias leads to the possibility that observed health disparities may reflect measurement bias
rather than true differences. This leaves unclear whether the results of health surveys across subpopulations
reflect true differences or bias. Bias can obscure differences, decrease reliability and validity, and render
group comparisons impossible (Carle, 2009a; 2009c). Without establishing equivalent measurement, the field
cannot (1) draw strong conclusions about disparate outcomes, (2) support evidence-based practice and
policy, or (3) address health disparities.

Modern test theory and related measurement models offer a powerful set of models capable of tackling
the challenges identified above (Bollen, 1989; Carle, 2010; Hu & Bentler, 1998; Muthén, 1989). However, little
work integrates these models into health survey research, impeding the advances they could bring. In
addition to investigating bias, these methods can correct for bias, allowing more valid comparisons across
groups. These models have seen few applications in health survey research methods. Thus, I briefly describe
them here and provide an example of using them to evaluate a set of survey questions about alcohol
dependence.
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3. MEASUREMENT MODELS AS A SOLUTION

3.1 Multiple Group Multiple Indicator Multiple Cause Models

SEM-based Multiple Group Multiple Indicator Multiple Cause (MG-MIMIC) models offer a potent
method to investigate the psychometric properties of health surveys, including whether one can form a
single summary score based upon responses and whether responses to questions provide suitable reliability
and internal validity, both generally and equivalently across subpopulations. MG-MIMIC models extend
“traditional” models by incorporating additional background variables as covariates in SEM (Jones, 2003;
2006; Carle, 2010; Muthén, 1989). Rather than limiting analyses to a single variable as traditional approaches
do, the MG-MIMIC approach simultaneously controls for differences in responses due to some variables
(e.g., education and income) and allows an investigation of bias across another (e.g., race or ethnicity)(Carle,
2010; Jones, 2006). Moreover, MG-MIMIC models provide empirical measures of internal validity (Bollen,
1989). With them, one can directly examine the validity of creating a single summary score.

First, consider the model. Let % equal the i individual’s score on the J o ordered-categorical item
(question), let the number of items equal p (j =1, 2,...p), and let the number of item responses range (0, 1,...s).
For simplicity, Con51der a dichotomous item (i.e., responses 0 or 1). The model assumes that a latent
response variate, Yij, determines responses. The variate corresponds to the idea that, although observed
responses fall into discrete categories (e.g., no/yes), an underlying continuum represents the possible
responses. A threshold value on the variate determines responses. If an individual’s value on the latent
response variate is less than the threshold, the individual won’t endorse the item (i.e., will say “no”), but, if
their value is greater than the threshold, the individual will endorse the item. Formally:

Yy =mifg, <= YJ, < Tjm+1) (1)

where Tjy IS the latent threshold parameters for the /* dichotomous item. As noted above, one can use the
thresholds to estimate the level of the construct at which individuals will likely endorse an item.

y_*

Further suppose that some factor(s), 77, is responsible for responses “iJ relates to the factor(s) as follows:

le = V4 AyT]i + €; (2)

Y} is a latent intercept parameter, A is an r x 1 vector of factor loadings for the J ™ variable on r factors, i is
the r x 1 vector of factor scores for the i*" person, and &) is the J unique factor score for that person. The
loadings, similar to correlations, represent the degree to which an item relates to the factor(s); the greater the
value of the factor loading, the greater the relation between the item and the latent variable. As noted above,
the loadings provide an indication of reliability. Intercept parameters give the expected value of an item
when the value of the underlying factor(s) is zero. Uniquenesses include sources of variance not attributable
to the factor(s). As a result, the uniquenesses also provide information about reliability. As a uniqueness
value increases, the reliability of an item decreases (Bollen, 1989; Carle, 2010).

Through two equations, MG-MIMIC models expand Equation 2 to include background covariate(s) that
can directly influence the latent variable’s measurement and the latent variable itself. The first allows the
covariate to directly influence the measurement of the latent trait:

Y =v+ Am + x5+ )

1

The second, a structural equation, allows the covariate to predict the latent variable:

56



n; = a+ rnxi + Zi (4)

o describes the latent trait’s mean value, € indicates residuals in the structural model, and Y7i captures the
covariate’s influence on the latent variable.

To investigate bias, one subscripts measurement parameters to allow for group differences. Then, one
constrains some or all of the measurement parameters to equality across groups and tests the constrained
model’s fit compared to a less constrained model. If fit indices indicate the constraints” acceptability,
measurement equivalence exists. If not, bias presents. Once one has developed a final model, one can use
model-based estimates to compare the health of various groups, removing the error that bias introduces.

In the remainder of the manuscript, using data from the National Epidemiologic Survey on Alcohol and
Related Conditions (NESARC) (Grant, Kaplan, Shepard, & Moore, 2003), I describe a MG-MIMIC analysis. I
show how measurement bias as a function of income, educational attainment, and minority status can lead
to erroneous conclusions about alcohol dependence. I show how model-based estimates can mitigate this
error (Carle, 2010).

3. METHODS

3.1 Participants

Participants (16,109 non-Hispanic White [hereafter White], 4,072 non-Hispanic Black/African-Americans
[hereafter Black], and 4,819 Hispanic) were a subset of the 2001-2002 NESARC data designed and sponsored
by the National Institute for Alcohol Abuse and Alcoholism. The original sample consisted of 43,093
noninstitutionalized U.S. adults age 18 and older. The complex multistage design oversampled Black,
Hispanics, and adults age 18-24. Sample weights adjust the data to make it representative (Grant, Kaplan, et
al., 2003). My analyses included White, Black, and Hispanic participants with complete data who reported
on their alcohol consumption in the past 12 months.

3.2 Measures

Alcohol Dependence. Alcohol dependence is a maladaptive alcohol use pattern that leads to significant
impairment or distress. It demonstrates at least three of seven criteria identified by the DSM-IV (American
Psychiatric Association, 1994). The NESARC’s Alcohol Use Disorder and Associated Disabilities Interview
Schedule-1V (Grant, 1997; Grant, Dawson, & Hasin, 2001; Grant et al., 2003; Grant, Harford, Dawson, &
Chou, 1995; Harford & Muthén, 2001; Hasin, Grant, & Cottler, 1997; Hasin & Paykin, 1999), uses 27
dichotomous items (0 = Yes, 1 = No) to operationalize these criteria. My analyses used all 27.

Ethnicity. Five options coded race. A single item allowed Hispanic self-identification. I considered
individuals White if they identified as White and non-Hispanic, Black/African-American if they identified as
Black/African-American and non-Hispanic, and Hispanic if they identified as Hispanic.

Income. Participants reported their total past 12 months’ personal and family incomes. From this, the
NESARC estimated household income (hereafter income). I used centered income, which allowed me to
interpret bias attributable to this variable in terms of how differences from the average income level.

Educational attainment. I used centered years of education.
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3.3 Analytical Approach

I examined measurement invariance following the method described by Millsap and Yun-Tein (2004),
Carle (2010), and Woods (2009). I used fit index levels identified by the literature (Hu & Bentler, 1998; 1999;
Steiger, 1998): After identifying bias using omnibus fit criteria, I used item level comparisons to identify the
source of bias and modify the model accordingly. Constraints that led to significantly decreased fit
identified bias. I subsequently freed these constraints to develop a partial invariance model. All analyses
used Mplus, its theta parameterization and robust weighted least squares estimator, and appropriately
incorporated the complex sampling design and weights in Mplus (Muthén & Muthén, 2009). I used zero-
weighting (Korn & Graubard, 2003) to create the subsample (Carle, 2009b; Korn & Graubard, 2003).

4. RESULTS

4.1 Evaluating Internal Validity

I first examined whether the question set measured a single construct. This provided a test of whether
data reflected the theoretical assumption that responses measured alcohol dependence only and whether
alcohol dependence appears to be a single construct (Harford & Muthén, 20011; Muthén, 1995). Thus, I tested
a single factor alcohol dependence model (Model 1) across Whites, Blacks, and Hispanics. Model 1 allowed
income and educational attainment each to have direct effects on each of the items (within statistical
identification limits) and allowed income and educational attainment to correlate.

For statistical identification, Model 1 fixed the factor mean and variance at one and zero for Whites,
while freely estimating the Black/African-American and Hispanic means and variances. Additional
statistical identification constraints required constraining all groups” item intercepts to zero, fixing the direct
effect of income and educational attainment on the “usual number of drinks had less effect” item to zero in
all groups, constraining the loading for the “drinks” item to equality across the groups, constraining the
threshold for the “drinks” item to equality across the groups, and fixing the uniquenesses to one for all
groups. This method used the “anchoring” method described by Woods (2009). Model 1 included no other
constraints. Model 1 fit the data well (RMSEA = 0.014; CFI = 0.98; TLI = 0.98; **=2918.43, 1151; n = 25,000; p<
0.01). This provided evidence for internal validity within and across the groups.

4.2 Evaluating Measurement Bias

Given good fit, I tested Model 2, which constrained the direct effects of income and educational
attainment to zero across all groups. These constraints led to statistically significant misfit (A% = 355.197;
156; n = 25,000; p < 0.01), indicating bias as a function of income and educational attainment. Item-level
analyses showed that 14 equality constraints led to misfit. Table 1, which provides the parameters for the
final model, details the differences across the groups. Model 2b relaxed the misfitting constraints. Model 3
modified Model 2b to constrain the loadings to equivalence across groups. This examined whether the items
provided similar reliability and related similarly to alcohol dependence across Whites, Blacks, and
Hispanics, after accounting for bias due to income and educational attainment. Constraining the loadings
resulted in statistically significant misfit (AX2 =94.646, 52; n = 25,000; p < 0.01) indicating bias as a function of
race/ethnicity. Analyses indicated that five equality constraints led to the misfit (see Table 1). Model 3b
relaxed these constraints. Model 4 modified Model 3b to constrain the thresholds to equality across Whites,
Blacks, and Hispanics. This examined whether affirmative item endorsements had similar likelihoods across
race and ethnicity. Constraining the thresholds resulted in statistically significant misfit (A“/.,2 =280.608, 52;

n =25,000; p < 0.01), indicating bias. Analyses showed that 17 equality constraints led to misfit (see Table 1).
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The final model relaxed these constraints. Summarily, analyses revealed statistically significant bias across
race, ethnicity, income, and education.
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Table 1. Final Partially Invariant Measurement Model (bolded values correspond to statistically significantly different values across groups)

WHITES BLACKS HISPANICS
Income's  Education's Income's  Education's Income's  Education's

ITEM Loadings Thresholds Effect Effect Loadings Thresholds Effect Effect Loadings Thresholds Effect Effect
Usual number of drinks had less effect 1.301 -2.662 0 0 1.301 -2.662 0 0 1.301 -2.662 0 0
Needed to drink more to get desired effect 1.975 -4.141 0 0 1.975 -4.141 0 0 1.975 -4.136 0 0
Drank equivalent of fifth of liquor in one day 1.110 —-2.862 0 0 1.110 -2.862 0 0 1.11 -2.876 0 0
Increased use to get desired effect 2.006 —4.563 0 0 2.006 -4.563 0 0 2.006 -4.516 0 0
More than once wanted to stop or cut down 1.109 —-2.033 -0.067 0 1.109 -1.686 0 0 1.109 -1.911 0 0.168
More than once tried unsuccessfully to stop or cut
down 1.253 —3.490 0 0 1.253 -3.071 0 0 1.253 -3.139 0 0.285
Ended up drinking more than intended 2.033 —-2.860 -0.081 -0.108 2.033 -3.079 0 0 2.033 -3.453 0 0
Kept drinking longer than intended 2.103 -3.181 -0.117 0 1.790 -3.181 0 0 2.103 —3.806 0 0
Trouble falling asleep when alcohol's effects wore
off 1.083 -2.563 -0.129 -0.298 1.225 -3.082 0 0 1.083 -2.91 0 0
Shook when alcohol's effects wore off 1.52 -3.839 0 0.008 1.52 -4.327 0.739 0 1.52 —4.065 0 0
Felt anxious or nervous when alcohol's effects wore
off 1.666 —3.986 0 0 1.666 -4.477 1.186 0 1.666 —4.213 0 0.278
Nausea when effects of alcohol wearing off 1.262 -2.146 0 -0.083 1.262 -2.146 0.008 0 1.262 -2.274 0 0
Felt unusually restless when alcohol's effects wore
off 1.416 —3.155 —-0.064 0 1.416 -3.381 0 0 1.416 -3.217 0 0
Sweat/heart beat fast when alcohol's effects wore
off 1.268 -2.997 —0.085 0 1.268 -2.997 0 0 1.268 -3.33 -0.126 0
See, felt, heard things when alcohol's effects wore
off 1.089 —3.809 0.272 0 1.089 -3.809 0 0 1.089 —3.886 0 0
Had fits or seizures when alcohol's effects wore off 1.037 -4.510 0 0 1.037 -4.51 0 0 1.037 —4.652 0 0
Had bad headaches when alcohol's effects wore off 1.160 -1.846 -0.046 -0.172 1.16 -2.193 0 0 1.16 -1.928 0 0
Drank or used drugs to get over alcohol's bad
effects 1.152 —3.055 0 -0.108 1.152 -3.055 0 0 1.152 —2.998 0 0
Drank or used other drugs to avoid getting over
alcohol's bad effects 1.224 —3.489 0 0 1.224 —-3.489 0 0 1.224 -3.574 0 0
Spent lot of time drinking 1.633 —3.787 0 0 1.633 -3.787 0 0 1.633 -4.1 -0.15 0
Spent lot of time getting over drinking's aftereffects 1.466 -4.206 0 0 1.466 -4.206 0 0 1.466 —4.286 -0.163 0
Gave up or cut down important activities to drink 2.344 -6.215 0 0 3.88 -10.325 0 0 2.344 -6.21 0 0
Gave up or cut down pleasurable activities to drink 2.548 —6.949 0 0 2.548 —6.949 0 0 2.548 —6.874 0 0
Continued to drink though made depressed 1.766 —4.433 0 0 1.766 -4.433 0 0 1.766 —4.485 0 0
Continued to drink even though causing health
problem 1.284 -3.271 0 0 1.284 -3.271 0 0 1.284 —3.388 0 0
Continued to drink despite prior blackout 1.404 -3.427 —-0.063 0 1.404 -3.889 0 0 1.404 -3.667 0 0
Found could drink less than before to get desired
effect 0.567 -1.369 0 0 0.567 -1.369 0 0 0.567 -1.546 0 0
Alcohol Dependence Factor Mean 0 0.019 -0.180
Alcohol Dependence Factor Variance 1 1.042 1.022
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Figure 3. ICC for the “Fall Asleep” Question for Whites with
above Average Education and Income after Adjusting
Measurement Parameters for Measurement Bias
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Figure 4. ICC for the “Fall Asleep” Question for Whites with
below-Average Education and Income after Adjusting
Measurement Parameters for Measurement Bias
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Figure 5. ICC for the “Fall Asleep” Question for Blacks &
10 - Hispanics after Adjusting Measurement Parameters for
' Measurement Bias
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Figures 3 though 5 graphically demonstrate examples of the influence of bias on responses. They present
the ICCs across Whites, Blacks, and Hispanics for the “Trouble falling asleep” question. Figure 3 gives the
ICCs for Whites above average income and education. Figure 4 gives the ICC for Whites with below average
income and education. Because these variables did not directly influence measurement for Blacks and
because the ICCs did not differ visually for these groups, Figure 5 presents a single ICC for these groups. As
seen, bias most visibly influences measurement when respondents will likely to say “No” to the question.
As the figure reveals, Whites with above average education and income are more likely to say “Yes” to this
question than Whites with below average education and income, Blacks, or Hispanics. This group is only 1.5
standard deviations below mean dependence levels before they will likely endorse the question, as opposed
to the others who are not likely to endorse the question until they are nearly 3.5 standard deviations below
mean dependence levels.

4.3 Mitigating Measurement Bias

The presence of significant bias indicates that one should not use unadjusted scores to measure alcohol
dependence. Rather, one should use model-based estimates of alcohol dependence levels to mitigate
systematic error. I compared model-based estimates that resulted from the final model incorporating
measurement differences to estimates that resulted from a model ignoring bias. Under the model ignoring
bias, Whites served as the reference group and had a mean of zero (for statistical identification). Both Blacks
and Hispanics had greater means
(Mzuc = —0.07:z = —2.86: MEsvanc =—.211:z = -8.88), than Whites where negative values reflect more use.
However, under the model mitigating bias, Blacks no longer differed significantly from Whites
(M = 0.019:z = 0.28) and, while Hispanics still had greater alcohol dependence levels
(MEszanic = —0.18:z = -2.325), the disparity was somewhat smaller.

5. DISCUSSION

In this study, I sought to provide an example of how measurement models can provide an empirically
informed method of meeting some of the challenges facing health survey research methodologists. I aimed
to show how to use an SEM-based model (MG-MIMIC) to evaluate internal validity. And, I aspired to show
the importance of empirically evaluating measurement bias. Additionally, I sought to demonstrate how bias
can influence analytic results and how model-based techniques can mitigate this.

5.1 Addressing the Challenges

In the current example, results supported the notion that one can create a summary score of severity
from these questions. Individuals lower on this score will have greater levels of alcohol use behavior related
to dependence. Second, income, educational attainment, and race and ethnicity all directly influenced
alcohol dependence measurement. Without accounting for this bias, one would conclude that Hispanics and
Black demonstrate significantly greater amounts of alcohol dependence behavior than Whites. However,
after using model-based estimates that corrected for bias, model-based estimates clarified that only
Hispanics demonstrate lower amounts of alcohol dependence behavior in comparison to Whites and that
Blacks do not differ significantly from Whites. These findings highlight that research must consider whether
group differences (or similarities) reflect true differences or result from bias.
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5.2 Limitations & Additional Challenges

First, stakeholders often require dichotomous indicators. The method for combining and dichotomizing
the aggregate all affect reliability and validity. Health survey research has not sufficiently attended to this.
Carle et al. (in press) describe model-based methods for creating and evaluating cut-points. Second, the
validity of developing contextual-level measures using individuals’ self-reports remains relatively
unexplored. For example, how can (or should) a set of responses describing contextual aspects of an
individual’s environment be used to develop a contextual-level measure? Multilevel (ML) SEM uses
individuals” responses to estimate contextual-level variables (Liidtke et al., 2008; Muthén, 1991). This
approach explicitly recognizes that individuals” responses include measurement error. In essence, ML-SEM
capitalizes on the aspects of using model-based estimates of reliability as described above and generalizes
them to the ML setting.

Third, survey research organizations often must make decisions about the number of questions to
include. For example, while it may be ideal to include 27 questions, respondent burden may require a
smaller set. By using the measurement parameters from the full question set, a methodologist could make
an empirically informed choice about which questions to include. The parameters allow methodologists to
target the construct levels of interest and maintain reliability. Finally, investigators should always seek to
demonstrate external as well as internal validity. External validity refers to whether a set of questions
actually measure the construct they purport to measure (McDonald, 1999). Though a description falls
beyond this paper’s scope, SEM-based measurement work also can address external validity (Bollen, 1989).

It is worth mentioning some of this study’s limitations. First, the NESARC did not include a gold
standard against which to compare individuals’ responses. Responses may not validly reflect individuals’
true experiences. Second, NESARC estimates and models are sample-based. These data may not accurately
reflect the population. Finally, the cross-sectional nature of the data and lack of random assignment limit
causal conclusions regarding the influence of the variables included in the analyses.

5.3 CONCLUSION

In sum, health survey research faces a number of challenges with respect to measurement quality.
Model-based methods provide a powerful conceptual and analytical framework for addressing these
challenges. They provide an empirical scaffold for addressing reliability and validity, for evaluating the
extent to which measurement bias influences efforts to evaluate health statuses across subpopulations,
provide a method for more validly aggregating individuals’ responses into contextual measures, and deliver
an empirical approach to evaluating the reliability and validity of cut-points based on sets of questions.
Importantly, model-based methods offer a tool to simultaneously investigate and mitigate bias. Hopefully,
future work will see these methods more frequently integrated in health survey research.
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SESSION 1 DISCUSSION

Graham Kalton (Westat)

The five papers in this session address the highly important issue of improving the survey measurement
of various aspects of health status and health behaviors. I start by reviewing the standard model for
measurement error and the methods that can be used for assessing the effects of measurement errors on
survey estimates, and then, in line with the treatment provided by Carle, I will discuss the need for more
elaborate models and assessment methods. I will then consider the use of measurement scales and discuss
specific aspects of the papers.

The basic model for measurement errors in survey responses dates back to Hansen, Hurwitz, and
Bershad (1961) and is discussed in the first edition of Cochran (1963). The model assumes that conceptually,
the survey questioning could be repeated over an infinite number of equivalent trials that employ identical
survey procedures under the same essential survey conditions. A sampled person may give different
responses to the different trials. The basic response error model is then

Yie = i+ Bit+ e
Where Vit represents the response of individual i on trial ¢, #i is the true value for individual i, £i is the
individual response bias for individual i, (4: + B:) is the average response of individual i over all the
conceptually repeatable trials, and €: is the random deviation from this average response on trial ¢. This
general model thus expresses an individual’s response on a given trial as the sum of the individual’s true
value, the individual response bias, and a deviation specific to that particular trial. Under this general
formulation, both the individual bias and the individual response variance (the variance of the deviation
terms) may be different for each individual. The bias in the estimate of the overall population mean is the

average of the individual response biases (X.8: / N'), where N is the population size and the overall response
variance is the average of the individual response variances (XV:(eit)/N).

Various simplifying assumptions often are made within this general model. One common type of
assumption is that the response errors are simply random measurement errors. In this case, sample means
are unbiased. It is important to note, however, that correlations with other variables are attenuated, as are
regression coefficients when the variable in question is a predictor variable. There also is a loss in the
precision of the various estimates. Reliability (re-interview) studies often are used to assess the extent of
random measurement errors in pilot studies (as in the pilot study for the National Health and Aging Trends
Study [NHATS] described by Kasper et al.) and sometimes also in ongoing surveys (e.g., the Current
Population Survey). Given the effects of random measurement errors on measures of relationships between
variables, I believe that reliability studies could usefully be conducted more often in conjunction with the
main surveys, where operational conditions are likely to be different from those applying in pilot studies.
As Carle notes, it is also useful to analyze reliability for subgroups since it may vary across them.

A variant of the completely random response error model assumes that interviewers affect responses so
that the random deviations are correlated for the set of respondents interviewed by the same interviewer.
Interviewer variance studies that randomly assign sample cases between interviewers are used to examine
this form of correlated error (often with restricted random assignment for ease of implementation). Again, I
think that greater use could be made of this type of study.

Unless individual response biases cancel out in the aggregate, they lead to a bias in the sample mean.
Validity studies, with an external “gold standard,” may be used to examine response biases. Researchers
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often assume that the average bias is the same for different subgroups of the sample or across time for a
repeated survey. This assumption provides the justification for the commonly made, convenient argument
that, even though sample means may be biased, differences between subgroup means or means over time
are unbiased. However, as Carle notes, this assumption is highly questionable and deserves to be viewed
with much greater skepticism. The assumption is of particular concern in the growing area of multinational
surveys, where both attaining translation equivalence and cultural differences present severe challenges.
Furthermore, there are within-country cultural and linguistic differences to consider.

Maitland et al. provide a good discussion of the challenges in achieving measurement equivalence in
health measures such as anxiety across a very diverse set of countries. Their approach started with cognitive
interviews in each country around four basic questions about the respondents’ experiences of anxiety. These
interviews provided some valuable insights into how respondents interpreted the questions, and then
questions about these interpretations were added to the field tests conducted in each country. The results
demonstrate the difficulties in making cross-national comparisons. For example, the variability in the
reported rates of what Maitland et al. classify as impairments, limitations, and pathology is extremely large
and highly unlikely to reflect the true variability, thus making cross-country comparisons very questionable.
The paper does an important service in demonstrating that one should not naively compare the simple
frequency rates across countries and in describing an approach for understanding the findings. However, it
still leaves open the taxing question of how to make valid cross-country comparisons. In some situations,
another line of attack would be to conduct a study using anchoring vignettes to investigate variability across
countries in the response scales used by respondents, as has been done for a number of outcomes across
countries and across socioeconomic groups (e.g., Chevalier & Fielding, 2011; King, Murray, Saloman, &
Tandon, 2004; van Soest, Delaney, Harmon, Kapteyn, & Smith, 2011). The use of focus groups early in the
questionnaire design process and the recordings of field test interviews, using computer-assisted recorded
interviewing (CARI) where possible, also could be informative.

Since measurement scales have been developed for many aspects of health, it is not surprising that
several of the papers discuss the application of such scales in health surveys. Carle points to the value of
item response theory (IRT) models for developing and assessing scales for health survey research. These
models are widely used in surveys of educational attainment. See, for example, the National Center for
Education Statistics (2009) for a description of the IRT models used in the National Assessment of
Educational Progress (NAEP). As Carle points out, analyses of differential item functioning (DIF) with such
models have the important benefit of being able to identify subgroups of the sample that respond differently
to specific items (e.g., subgroups defined by socioeconomic or racial characteristics, or by country in
multinational surveys).

A problem that frequently occurs in the application of existing health scales in surveys is that the full
scales are too long for easy administration. The most common approach for reducing respondent burden is
to cut the scale length by carefully choosing a subset of the items that retains high reliability. Cronbach’s
alpha coefficient of reliability often is used in selecting scale items and in assessing the reliability of the
reduced scale. When there are many scales to be administered, another approach for reducing respondent
burden is to give a different subset of scales to different subsets of respondents. This can be done to ensure,
for example, that all pairs of scales are administered to selected subsets of respondents. However, this
approach results in a reduction in the respondent sample size for each scale. In their paper, Johnson et al.
describe applying yet another approach uncommon in health surveys but widely used in education surveys
such as the NAEP. This planned missing design, also known as matrix sampling and the split or partial
questionnaire design, administers subsets of scale items to subsets of respondents in a balanced randomized
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way. Multiple imputation is then widely used to assign values for unasked items. For example, in NAEP,
each student receives only two of a possible ten booklets of test items, markedly reducing the burden on the
students yet still covering a large number of items across the sample; five values, termed plausible values,
are imputed for each missed item. In the field of health surveys, Thomas and colleagues (2006) evaluate the
use of matrix sampling for the National Health and Nutrition Examination Survey (NHANES).

The matrix sampling approach clearly reduces respondent burden, but that benefit needs to be balanced
against the added analytic complexity. First, there is the need for careful specification of the imputation
models, which need to incorporate all variables relating to subclasses for which estimates are required;
otherwise, the subclass estimates will be biased. This requirement presents a problem for public use data
sets since not all the subclasses of analytic interest can be foreseen. Also, as Johnson et al. discovered, there
is a risk of context effects affecting the responses, with a respondent’s answer to one item depending on
whether the respondent was asked another item. This interesting finding is a warning for the use of matrix
sampling since context effects are not that uncommon (Schuman & Presser, 1981). Second, the reduced
respondent burden is shifted to the analysts who need to apply multiple imputation variance estimation
procedures in their analyses. Researchers need to consider these issues in deciding whether it is necessary to
collect some responses for the full range of items across subsamples of respondents or whether a carefully
selected subset of items asked of all respondents will better serve their needs.

As discussed in this session, Gfroerer et al. used the more common approach of reducing the number of
items in their scaling: they reduced the number of items in the World Health Organization Disability
Assessment Scale (WHODAS) from 16 to eight based on an IRT analysis for use in the Mental Health
Surveillance System incorporated in the National Survey on Drug Use and Health (NSDUH). They also used
Kessler’s K6 scale. To develop a classification of whether a survey respondent had a serious mental illness, a
sample of respondents was assessed using a standard clinical diagnostic interview (the SCID), with a SCID
score of 50 or less being classified as a serious impairment. This classification was then taken to be the “gold
standard” and used as the dependent variable in a logistic regression, with the scores on the reduced
WHODAS and K6 scales as predictors. The results suggest that the regression fit may not have been that
strong, which could have occurred because the predictors were not strong and/or because the “gold
standard” was imperfect. Since “gold standards” are rarely perfect, it is useful to conduct evaluations of
such measurements—for example, by conducting reliability studies and perhaps interviewer variance
studies. For classification purposes, a cut point was determined on the predicted values so that the estimate
of the rate of serious impairment from the predicted values agreed with the rate determined from the SCID
for the full sample. This cut point was found to be 0.27, so that anyone with a predicted probability of over
0.27 was classified as seriously impaired. It thus appears that many individuals were misclassified and more
so in the case when the same approach was used to predict “any mental illness” where the cut point was
0.024. High levels of misclassification raise serious concerns about the quality of the estimates for subgroups
of the sample, where the predicted estimates may well diverge from the “gold standard” subgroup
estimates. See, for example, the subgroup results reported by Aldworth et al. (2010) for the Mental Health
Surveillance System classification. This problem arises in large part because of the common desire in health
survey research to classify persons as either having or not having a health condition, whereas in practice it is
often the case, as here, that they fall somewhere along a continuum for that condition.
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The paper by Kasper et al. describes the experience of using in-home performance tests of physical and
cognitive capacity in the pilot study for the NHATS.? The growing interest in the use of performance tests in
survey research rather than relying solely on respondents’ reports is an important development because in
many areas, respondents’ reports of their capacities can be highly subjective, not reflecting reality. However,
as Kasper et al. discuss, conducting performance tests in an in-home survey setting faces significant
operational challenges. Thus, it is not a simple step to add performance tests to regular interviews. Since
self-reports will therefore remain the means for collecting information about respondents’ capacities in most
surveys, it is important that those surveys conducting performance tests also collect self-reports as a bridge
to the data collected in other surveys. Although performance tests avoid the potential reporting biases of
self-reports, it needs to be recognized that the data they provide are not error-free. It is valuable to conduct
reliability studies to establish the extent to which a person’s performance changes from one administration
to another, as was done in the NHATS pilot study (see Freedman et al., 2011, for the results). Also, given the
demands on the persons administering the tests, it would be useful to conduct tester (interviewer) variance
studies. An attraction of performance tests over self-reports is that the findings should be more comparable
across cultural groups and countries.

In summary, among other things, this session highlighted for me the following the measurement issues
in health survey research:

e The assumption that responses in health surveys are comparable across different segments of the
target population and across countries in multinational surveys should not be adopted uncritically.
More research is needed to examine the validity of the underlying constant bias assumption, and
more effort is needed to develop well-tested instruments that do yield comparable results for the
segments of interest.

e More research is needed to develop effective, easily administered techniques for obtaining clinical
assessments and performance measures in in-home survey settings. Assessing and reducing the
magnitude of the measurement errors in clinical assessments and performance measures also
warrants greater attention.

¢ With the ongoing expansion in the number of health-related scales for application in clinical settings,
there will continue to be a need to adapt these scales for survey settings. The benefits and costs of
alternative methods for doing so need to be examined on a case-by-case basis.

¢ And, in all the measurement error research, the advances in techniques of statistical analysis that
have been made in the recent past can usefully be more widely exploited.
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SESSION 1 SUMMARY

Karen CyBulski, Anne Ciemnecki, and Karen Bogen (Mathematica)

INTRODUCTION

William Arthur Ward, an American scholar, author, editor, pastor, and teacher, said, “The pessimist
complains about the wind; the optimist expects it to change; the realist adjusts the sails.” As survey
methodologists, we are the realists of the research community, and this was a session about adjusting sails.
The onus is upon us to measure progress toward our nation’s public health goals. It seems that every day
we are asked to do our work faster, more cost-effectively, and more accurately than ever before. This session
addressed adjusting sails by using tests rather than self-report of functional performance; adjusting by
reducing respondent burden by using planned missing data designs; adjusting for cultural differences by
understanding the response patterns of different cultures and seeking ways to standardize them (through
biomeasures or response to vignettes); and adjusting by using modern test theory and related measurement
models such as item response theory, confirmatory factor analysis, and structural equation-based models
that provide empirical assessments of questions’ psychometric properties to make empirically based
decisions about the quality of our measurements.

AGENDA FOR FUTURE RESEARCH

e How does performance testing of functional and cognitive abilities differ from self-reported abilities
in the elderly?

¢ What errors are inherent in performance tests of functional ability?

e How can researchers determine and analyze the reasons for missing performance test data?
e Can self-reported data and performance test data be used together for validity?

e What are the impacts of performance tests on future participation in interviews?

¢ How does one balance the competing demands of cost, timeliness, accuracy, and burden of data
collection?

¢ How can we be sure that when we reduce respondent burden we are not creating more analytic
complexity and cost? That is, how can we avoid replacing respondent burden with analyst burden?

¢ How can we standardize differences in responses that are the result of cultural norms?

e Are biomarkers and vignettes useful tools? This is especially important as new immigrants enter our
nation and our society becomes more diverse.

¢ How can we, as survey researchers, use modern measurement theory to address the challenges we

face as we measure constructs indirectly?

¢ How can these mathematical models help us (1) address reliability and validity, (2) evaluate the
extent to which systematic measurement error influences health statuses across subpopulations, (3)
provide a method for more validly aggregating individuals’ responses into contextual measures,
and (4) deliver an empirical approach to evaluating the reliability and validity of cut points based on
sets of questions?
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RAPPORTEUR NOTES

After the five papers were presented and the discussant commented on the papers, the floor discussion
focused on four main themes: (1) potential errors in performance tests of functional abilities, (2) shifting
burden from the respondent to the survey management and analysis staff, (3) enhancing our understanding
of cultural differences, and (4) a deeper understanding of how to mitigate against context effects.

Potential errors in performance tests of functional abilities. The early part of the discussion focused on
the Kasper paper Advances in Survey Assessment of Disability in Older Adults: Measuring Physical and Cognitive
Capacity in the National Health and Aging Trends Survey. The discussion compared self-report data on
functional ability with data collected through observations and performance tests. Participants in the
discussion pointed out that performance tests (1) are not necessarily objective and (2) not only have missing
data, but the reasons for the missing data vary and must be understood by those who analyze the
performance test data. As survey researchers, we legitimately question the objectivity of self-reported
physical-functioning data. Respondents may report about functions they think they can—but actually
cannot—accomplish. Do they know for sure that they can carry a ten-pound bag of groceries, when they
never carry bags of groceries? Self-reported data are subject to the perception of the reporter. Walking five
city blocks might be “good” for a respondent who used to run marathons. Another respondent might
consider walking 50 feet “good.” A third respondent might report her ability to walk 50 feet “excellent” but
have no conception of how far 50 feet is.

Like self-reports, performance tests are subject to their own form of random and systematic errors. One
cognitive test asks for today’s date. Though instructed not to use a memory aid, respondents could look at
watches with date functions or at calendars that are in sight. Although interviewers are supposed to record
the use of such recall aids, they might not notice that the respondent relied on an aid. Knowing to consult
the recall aid to recollect an unknown date is not the same functional response as not knowing the date and
not having the cognitive context or anchor with which to find it.

Understanding missing data is important for interpreting performance test results. Reasons for missing
data vary: the respondent could refuse to perform the function, there could be a lack of room in the
respondent’s dwelling to conduct the performance test, or the interviewer could assume it would be unsafe
for the respondent to perform the test and skip over that performance measure. Interviewers must balance a
respondent’s ability to perform a measure based on how the respondent looks, while at the same time not
asking a respondent to perform a physical task that could bring him or her harm.

Performance tests, particularly cognitive tests, change the nature of the interviewing experience.
Performance measures (and collection of biomarkers) make the experience more interactive and build
rapport between the interviewer and the respondent. On one hand, they break the monotony of the
interviewer asking questions and the respondent answering. On the other hand, they may involve the
interviewer “touching” the respondent, which might make the respondent uncomfortable. Administering
cognitive tests is particularly uncomfortable for the interviewer if a respondent with diminished capacity
asks how he or she performed. We have not tested the impacts of performance measurement on future
survey participation. These measures have also changed our perspectives as data collectors. We can no
longer say, “There are not right or wrong answers to these questions,” and we must be diligent about
obtaining informed consent for the performance testing.

In light of this discussion, one participant reminded us that there are some objective data that can be
validated from other sources. He pointed out that, in principal, one can verify voting behavior from voter
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registration records. Thus, we should be cognizant of the sources of the data we are using and the resources
available to validate the data.

Shifting burden. Rebekah Young’s presentation of Planned Missing Data in Designs of Health Surveys
generated a discussion of balancing competing demands of cost, timeliness, accuracy, and burden. Her
missing data design saved five minutes of respondent burden, which is not trivial for large samples. It did,
however, require more complex programming and analysis, including multiple weights and imputation.
Shifting the burden from the respondent to the analyst could incur more cost. The group coined the term
analyst burden and suggested it might not be a fair trade-off for respondent burden.

Response patterns are subject to cultural norms. Response patterns can vary by the respondent’s
culture and country of origin. Prevalence rates of mental disorders vary dramatically by country. Cultural
norms influence where responses on a scale fall. One presenter suggested that respondents in Asian cultures
avoid responding at the extreme endpoints of scales and those from Hispanic cultures are less likely to select
a scale’s midpoint. A participant wondered if there was a way to use biomeasures such as heart rate, blood
pressure, or even an MRI to adjust for these cultural differences in response. He proposed presenting a
standard stimulus, mapping how the respondent reacts to the stimulus, and recording biomeasures. Others
expressed that although interesting, the methodology lacked promise unless researchers understood the
meaning of the biomeasure. If we discover a biomeasure that performs the same across cultures and
countries of origin and correlates with the domain we are measuring, it could become an anchor for
adjusting responses to scales. Another participant suggested vignettes in a similar fashion. Though neither
biomeasures nor vignettes will overcome cultural differences, we should keep exploring them as means of
adjusting for cross-cultural differences.

Mitigating against context effects. Participants questioned why we use questions that are sensitive to
context effects, and, further, why we use these questions to create scales. Although we are aware that
context effects exist, we do not test for them. In fact, as we add more questions and topics of interest, we
increase the likelihood of context effects. Question order matters more. Do performance measures reduce
measurement error or add to error based on the context of when and how the measures are introduced? Can
we use modern test theory to examine and overcome context effects?
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SESSION 2: Monitoring Health Care Reform

ORGANIZERS: Timothy Beebe (Mayo Clinic), Michael Davern (NORC),
and Trena Ezzati-Rice (AHRQ)
CHAIR: Timothy Beebe
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Measuring Health Care Reform: Self-Reports of Health Insurance
Premium Assistance and Program in Social Surveys

Dianne Rucinski (Institute for Health Research and Policy, University of lllinois at Chicago)

Debates about health care reform raged during the 2008 election and dominated President Obama’s
agenda his first years in office. The resulting Patient Protection and Affordable Care Act and Health Care
and Education Reconciliation Act of 2010, jointly known as the Affordable Care Act (ACA), was more about
health insurance than health care. Because the high and escalating cost of health insurance is perceived as a
fundamental cause of uninsurance and underinsuance, the ACA contains numerous provisions ranging
from tax credits for individuals and small businesses to further expanding Medicaid to lower the cost of
coverage. When fully implemented, provisions of the ACA will expand eligibility for existing programs,
shift current program participants from existing programs into new programs, create new programs, and
provide tax-funded subsidies for purchasing private plans. As designed, the ACA promises to significantly
alter health insurance access, premium assistance, and coverage in the United States. In addition, the act
offers states considerable latitude in how elements of support may be implemented at the state level; thus,
we might expect substantial variability at the state level in terms of program characteristics and eligibility
procedures. Accurate monitoring of the reach and impact of ACA will depend on solid survey measurement
of health insurance status and premium support.

This paper examines the implications of the ACA on how we measure health insurance coverage and
premium support in population surveys. After describing a set of provisions in the ACA that are expected to
have consequences for survey measurement of health insurance and premium support, I follow with brief
discussion of how three major health and economic surveys measure premium assistance. Next, using data
from a recent survey about health insurance coverage, I present data on the extent to which respondents can
and do report receiving health insurance subsidies and characteristics of those providing accurate and
inaccurate reports. Finally, I suggest an initial research agenda for exploring health insurance premium
assistance measurement.

PROVISIONS OF ACA FOR HEALTH INSURANCE COVERAGE & SURVEY RESPONSES

Because uninsured individuals are disproportionately lower income, many provisions of the ACA
concern subsidizing the health insurance for lower income individuals and families. Higher income
individuals and those in small group markets face affordability problems too because their premium rates
are often substantially higher than group market rates. The ACA contains provisions for subsidized
premium assistance in these instances as well. Subsidies can take the form of grants, direct expenditures, tax
exemptions, tax deductions, and tax credits. The ACA employs several of these approaches to lower the cost
of health insurance to the insured or employers of the insured (Table 1).

The ACA subsidies vary considerably with respect to their visibility to the end user, ranging from the
most transparent and intentional such as tax credits and tax deductions to the most hidden and passive such
as direct grants and expenditures to third parties (i.e., current and former employers and providers). In the
case of the former, individuals must actively document and petition for a tax rebate, a tax credit, or a tax
deduction. And the deliberate and often onerous steps necessary to establish program eligibility in the cases
of Medicaid, Medicare, and hundreds of other state and federal programs may render the fact of these
subsidies visible to individuals.
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Table 1. Subsidy Provisions in ACA

Effective
Date Provision

Early retiree reinsurance program will provide direct reinsurance reimbursement to participating businesses
9/23/2010 for medical claims for retirees age 55 & older who are not eligible for Medicare & their spouses, surviving
spouses, & dependents.
Rebates to employers/individuals if an insurance company’s medical loss ratio is less than 85% (large group) or
1/1/2011 A .

80% (small group/individual policy).
1/1/2014 Expand Medicaid eligibility for individuals & families up to 133% FPL.
Sliding fee subsidy for the direct purchase of health insurance policies through health insurance exchanges for
families/individuals between 134-400% FPL.
Tax credit for very small businesses to purchase health insurance for workers through health insurance
exchange.

1/1/2014

1/1/2014

For the latter type of assistance, the end beneficiaries of these subsidies may have no direct knowledge
of the amount paid through the subsidy nor the services rendered covered by the subsidy. The assistance
does not go directly to them but to a third party. Since respondents can only retrieve what they hold in
memory, survey questions about health insurance subsidy or premium assistance must consider the extent
to which these subsidies are known or even knowable to recipients. The fact that many employees are not
aware of the extent to which their employers subsidize health insurance coverage appears to have motivated
one provision of the ACA —that which requires employers to disclose the value of the benefits they
provided beginning in 2012 for each employee’s health insurance coverage on the employees” annual Form
W-2s. Such efforts to make individuals aware of the value of employer-paid health insurance subsidies is
but one indication that the challenge for survey researchers in assessing the impact of ACA will be the
development of survey tools that accurately capture the existence of subsidies.

The difficulty of accurately measuring health insurance coverage and type of coverage is well
established, as is the measurement of publicly sponsored program participation in general. Ample evidence
points to a systematic mismatch between survey reports of Medicaid enrollment and administrative records
(Blumberg & Cynamon, 1999; Davern, Klerman, Baugh, Call, & Greenberg, 2008; Kincheloe et al., 2006;
Lewis, Ellwood, & Czajka, 1998; Pascale, Roemer, & Resnick, 2009; Wheaton, 2007). This finding will not be
discussed further here. Rather, I focus on measurement of another type of subsidy —premium assistance. I
examine this phenomenon in the Health and Retirement Survey (HRS), Medical Expenditures Panel Survey
(MEPS), and National Health Interview Survey (NHIS).

APPROACHES MEASURING PREMIUM ASSISTANCE

The HRS, MEPS, and NHIS take similar approaches to capturing premium assistance and are similar in
wording of the questions used to explore characteristics associated with premium assistance reports
described later in this paper.

The MEPS and NHIS directly ask whether the respondent or another entity pays some or all of the
premium. This approach focuses on identifying other entities that may contribute to paying premiums. In
neither the MEPS nor the NHIS premium questions are response categories read to respondents, which may
prompt recall of premium assistance. Both questions assume that the respondent is aware that the total cost
of the premium is higher than the individual portion of the premium the respondent might pay and assume
this information is salient to the respondent. Neither the MEPS nor the NHIS includes elements of program
eligibility that may help respondents self-identify or prompt recall. Neither notes behaviors in which
respondents must engage in order to gain assistance.
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MEPS [HX47]

Who {else} pays {some of/for} the premium or cost of this insurance?

FEDERAL GOVERNMENT ..ciiiiiiiiiiiie ittt
STATE GOVERNMENT ...ttt
LOCAL GOVERNMENT .. .ottt s
SOME GOVERNMENT ...oviiiiiiiiiiiiiniiricniiinircn e

[Code All That Apply]

NHIS: Who pays for this health insurance plan?

*|f government program is reported, probe for Medicare or Medicaid or SCHIP before entering code 7. If

government is employer, enter code 2.

01 Self or family

02 Employer or union

03 Someone outside the household

04 Medicare

05 Medicaid

06 Children’s Health Insurance Program (CHIP/SCHIP)
07 State or local government or community program

UniverseText: All private health insurance plan

91 {HX470V}
-7 {BOX_31C}
-8 {BOX_31C}

The HRS questions about premium assistance concern private coverage only and follow the specification
that the survey is looking for coverage in addition to Medicare, Medicaid, or long-term care insurance. After

establishing that the respondent has such private coverage, the respondent is asked how the coverage is
obtained and provides options for the respondent. Like MEPS and NHIS, the HRS series directly ask
whether the respondent or another entity pays some or all of the premium. It too assumes that the

respondent is aware that the total cost of the premium is higher than the individual portion of the premium

the respondent might pay and assumes this information is salient to the respondent. Beyond asking about
the organization through which the insurance is obtained, the HRS makes no other reference to program

eligibility, but asking about the source of coverage may prompt awareness or recall of premium support. In
the HRS, response categories are read to respondents, which also may prompt recall of premium assistance.

R10d. How did you obtain this type of health insurance coverage? Was it through your (or your Husband/

wife/partner’s) employer or union, or through an organization or what?
CHOOSE ALL THAT APPLY.
(5225)(A1-A3)

R EMPLOYER/FORMER EMPLOYER......ccceeiterieriinreniinienieeiete st s eneeeene 1,
RUNION Lo 2,
SPOUSE/PARTNER EMPLOYER/FORMER EMPLOYER ......ccceeveevieniinienienieninene 3,
SPOUSE/PARTNER UNION ...ttt sneeene e 4,
OTHER ORGANIZATION ...ooiiiiiiiiiiiiiiici e 5,
OTHER ..o 7
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R10e. How is this coverage paid for—entirely by you (or your Husband/wife/partner), entirely by your (Husband/
wife/partner’s) (former) employer or union, or partly by a (former) employer or union, or what?

(5226)
ENTIRELY BY R OR SP/PARTNER w.cooveoveeneeeeeeeseseseeseseesesessseessseseseessseesseens 1,
RUNION oo e ee e es e ses e eeseee s esseses e eessesesesesseeesseeeseeeseesseene 2, —Skip—(5230)
PARTLY BY (FORMER) EMPLOYER OR UNION .....veovveeeeeeeeeseeseeeseseseseeesseene 3,
OTHER e eveee oo sees s s s eeseseseeeseeesseses s sesseeesssesseeesseses e eeseeeseeseseesesssenen 7

REPORTING PREMIUM ASSISTANCE

To what extent are respondents able to report receipt of health insurance subsidies? In this section, I
report on the results of a 2009-2010 study, conducted for the Illinois Department of Health Care and Family
Services (HFS), whose purpose was to assess children’s access to private health insurance coverage, parents’
and guardians’ perceptions of program services, and their experiences in program utilization. Two random
samples of respondents—an RDD landline sample with cell phone supplement and a random sample drawn
from administrative records —were asked about payment assistance from five sources: employers/unions,
professional associations, federal government, state government, and local government. The RDD landline
and cell phone supplement sample was drawn to produce population estimates of uninsured children by
region and income. The administrative list sample served to explore elements of health care utilization,
health status, and other aspects of the All Kids program.

The RDD landline sample with cell phone supplement used an overlapping sample frame design to
account for the rapidly changing telephone environment. This was especially important for representing
families with children since national estimates indicate nearly one in four children resided in cell-phone-
only households at the time of the survey (Blumberg & Luke, 2010). The goal of the landline/cell phone RDD
survey was to interview 1,000 knowledgeable respondents (parents and caregivers) from families with
children under 18 in Illinois. The landline RDD portion of the sample was stratified by three geographic
strata (e.g., Cook—the most densely populated and urban county, suburban collar counties surrounding
Cook, and the remainder of the state) and three income strata measured by ratio of income to the poverty
level (under 133% FPL, 134-200% FPL, and over 200% FPL). Incentives were offered to encourage
participation in the low-performing strata cells (under 133% FPL and 134-200% FPL). AAPOR Response
Rate 1 was 35.9% for the landline RDD sample.

To help compensate for the increasing number of households without landline telephone service, a
separate RDD sample of telephone numbers assigned to cellular service was drawn using a Telcordia
database. Cell phone interviews were conducted regardless of whether the household had a landline, but
only callers with children residing in the respondent’s home were included in the sample. The cell phone
sample was not screened for income or for region. Incentives were offered to all cell phone respondents.
AAPOR Response Rate 1 was 19.9% for the cellphone RDD sample.

For the list sample, a stratified random sample of caregivers with at least one child enrolled in Illinois’s
All Kids program was drawn from agency administrative records. Thus, all respondents in this sample had
at least one child receiving government-subsidized health insurance. The sample was stratified by program
type and geography into nine cells. The three program types are All Kids Assist, covering children in
families with annual income less than 133% FPL; All Kids Share and Premium Level 1, for children in
families with annual income between 133%-150% and 150-200% FPL, respectively; and All Kids Premium
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2-8, for children in families with annual incomes over 200% FPL. Members of the sample were excluded if
they were residing in an institution.

For the administrative record sample, prenotification letters in English and Spanish were mailed by
replicate. The letters addressed to the parent/caregiver named in the administrative record and described
the purpose of the study, described the sponsor and the director of study, and encouraged survey
participation. The primary contact number provided by caregivers in the records included both landline
telephone and cell phone numbers. A small incentive ($10) was offered to all respondents for completing the
survey. Interviews were completed for a total of 776 case records. Because there was a lag time between the
drawing of the sample and completion of interviews, enrollment on the date of the interview was assessed
for each case leading to the elimination of 54 cases or 7% of the cases. The remaining 723 cases were verified
as enrolled in the All Kids program at the time of the interview according to administrative records.
Eligibility for the survey was established when the contact person(s) listed in agency records was identified
in the telephone interview screener. Approximately 41% of the telephone numbers associated with the case
records were deemed not eligible because they were disconnected or nonresidential numbers. Only cases in
which administrative record contact name was positively affirmed by the survey respondent were included
in this analysis. The AAPOR Response Rate 1 for the list sample was 36.5%.

In the All Kids list sample, according to the records, all respondents have children receiving some kind
of government-subsidized health care. Families with children in the Assist program pay no premium or co-
payments: the premium is fully subsidized jointly by state and federal government. Those in the Share and
Premium Level 1 pay nominal premium and co-payments but most of the coverage is subsidized jointly by
state and federal government. Families with children in Premium Levels 2-8 pay graduated premium and
co-payment amounts based on income, ranging from a $40 premium (Premium Level 2) to a $300 premium
(Premium Level 8), and the premiums are subsidized by the state government only.

MEASUREMENT

All respondents were asked a series of questions about health insurance coverage for each family
member. Half of each sample was asked the following question after a respondent reported having some
type of coverage:

Who else pays some of or all of the premium or cost of this insurance? Is it paid by...?

CODE ALL THAT APPLY
[IWER NOTE: READ ALL CHOICES]
1 Employer/job/union
Professional association
Federal government
State government
Local government
No one else helps to pay the premium
Another source

Nou b wN

Those reporting an employer, job, or union helping pay all or some of the cost or premium for the
coverage were coded as reporting employment-based premium assistance. Those reporting the federal, state,
or local government helping pay all or some of the cost or premium for the coverage were coded as
reporting government premium assistance.

In this analysis, we focus on employment-based and government-sponsored coverage, omitting the
uninsured and those with direct purchase policies. Nearly all those with employment-based coverage and
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government-sponsored coverage have some level of premium assistance, and for this analysis, I assume that
respondents with employment-based coverage or government-sponsored coverage for themselves or for
their children have a premium subsidy. This assumption is plausible given that nationwide in 2010, 95% of
workers with family coverage benefited from an employer subsidy (Kaiser Family Foundation and Health
Research and Educational Trust, 2010). The average worker contribution for family was 30% with the
remainder paid by the employer. In this analysis, all respondents with a child enrolled in All Kids had some
level of government-subsidized coverage. In Illinois, government-sponsored health insurance subsidies
range from 100% of the premium cost to approximately 50% (based on $600 premium for two children).

RESULTS RDD/CELL SAMPLE

Table 2. Proportion Reporting Premium Assistance, by Coverage Type: RDD Sample

R with at least 1 child with employment- R with at least 1 child with All Kids coverage

based coverage (N = 232) (N =214)
Reporting government 0.06 0.63
premium assistance (0.04-0.09) (0.56-0.69)
Reporting employment- 0.80 0.12
based premium assistance (0.75-0.85) (0.08-0.16)

Preliminary analyses suggest that neither those with government nor employment-based premium
assistance are universally aware of the premium support they receive, but those receiving government
premium assistance are less likely to report receiving assistance than those with employment-based
premium assistance.

In the RDD/cell sample, 80% of the respondents with at least one child enrolled in employment-based
coverage reported employment-based premium assistance, while just under two-thirds of those with at least
one child enrolled in All Kids reported government premium assistance. The clear majority of those
reporting government-subsidized coverage cited state government (84%); few cited federal (14%).

Logistical regression was used to explore characteristics of the respondents reporting different types of
premium assistance using Stata 11.0. Logistic regressions were run separately for those respondents with at
least one child with employment-based coverage and those with All Kids coverage with the same predictive
model with reporting premium assistance as the dependent variables. For the employment-based coverage
subsample, “reported premium assistance” was coded one if respondents reported an employer, job, or
union paid some or all of the premium. For those in the All Kids subsample, “reported premium assistance”
was coded one if respondents reported the federal or state government paid some or all of the premium. In
separate logistic regressions, the dependent variables were regressed on a model incorporating marital
status (married = 1), race (White = 1), ethnicity (Hispanic = 1), rural residency (rural = 1), presence of
working adult in family (at least one working adult = 1), and income.

Among respondents with at least one child with employment-based coverage, none of the potential
demographic predictors were related to premium reporting. Among respondents with at least one child
with All Kids coverage, Hispanics were less likely to report premium assistance (odds ratio = 0.45, linearized
standard error = 0.16, t = -2.16, p = 0.031), as were respondents with at least one working family member
(odds ratio = 0.51, linearized s.e. =0.17, t = 1.92, p = 0.06), holding marital status, race, rural residency, and
income constant.
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RESULTS LIST SAMPLE

To look more closely at the respondents whose children are enrolled in All Kids, we use the All Kids list
sample data set. Just about half the sample (49.6%) reported government premium assistance, and more
than 92% of those mentioning government support cite state funding assistance, with 4% citing federal
sources and 6% citing local government sources.

Logistical regression also was used to explore characteristics of the All Kids list sample respondents
reporting premium assistance. Only respondents who reported at least one child enrolled in All Kids were
included in the analysis. Reports of premium assistance were regressed on marital status (married = 1), race
(White = 1), ethnicity (Hispanic = 1), rural residency (rural = 1), presence of working adult in family (at least
one working adult = 1), and program indicator (Assist/Medicaid or Share/SCHIP program type = 1). All Kids
program type is highly correlated with family income with families under 133% FPL in Assist/Medicaid,
134-200% FPL in Share/SCHIP, and those over 200% FPL in All Kids Premium Levels 2-8. As noted earlier,
each All Kids program type was associated with different recipient-paid premium levels with none paid by
the Assist/Medicaid recipients, nominal but low premiums paid by the Share/SCHIP recipients, and higher
but based on a sliding fee for the All Kids Premium recipients. Because the Assist/Medicaid and Share/
SCHIP recipients pay nominal or no premium, they have been combined into a single category for this
analysis. Those paying significantly more for All Kids may be less likely to report premium assistance.

Respondents with a child in the Assist/Share (Medicaid/SCHIP) components of All Kids were more
likely to report premium assistance than those with a child in All Kids Premium (odds ratio =2.34,
linearized standard error = 0.98, t =2.02, p = 0.04). Holding all other factors constant, the mean respondents
with a child in the Assist/Share (Medicaid/SCHIP) components of All Kids had a 59% predicted probability
of reporting government premium assistance compared to 37% of respondents with a child in All Kids
Premium.

DISCUSSION

In response to a direct question about premium assistance, reports of assistance were more likely among
those with employment-based coverage than those with publicly sponsored coverage. While there is room
for improvement among those with employment-based coverage, reporting was not systematically
associated with marital status, race, Hispanic ethnicity, presence of a working adult in the household, rural
residency, or income. In contrast, premium assistance reporting among respondents with All Kids enrollees
was significantly lower. In addition, reporting varied by ethnicity, with Hispanics less likely to report.
Respondents with children in the Assist/Share (Medicaid/SCHIP) All Kids program were significantly more
likely to report premium assistance than were respondents within children in the All Kids Premium 2-8
program. These results suggest that new approaches to measuring government-supported assistance be
explored.

If implemented, a central provision of the ACA will expand the Medicaid program to persons with
much higher incomes than previously enjoyed in many states. In addition, new subsidies for direct purchase
policies based on a sliding income scale will provide premium assistance where none previously existed.
Based on the data presented here, we can expect bias in estimates of self-reported participation among those
in Medicaid expansion.

The approaches to measuring premium assistance as employed in the MEPS, NHIS, and HRS and
analyzed in this study should be empirically compared with alternative approaches in a split-ballot design.

Proceedings of the 10™ Conference on Health Survey Research Methods 83



One such approach might be based on a series employed in the HRS for the prescription drug assistance
program called Extra Help. The HRS begins by specifying the eligibility target population (Medicare
beneficiaries with limited income and resources) and continues by assessing whether the respondent is
aware of a program and what the program is supposed to do—deliver extra help for people to pay for
prescription drugs. The questions further incorporate aspects of the process and outcome of securing
assistance. It asks the respondent about specific necessary behaviors the respondent would have engaged in
order to secure coverage—applying for coverage—and asks about the outcome, anticipating the likely
scenario that a respondent would not be aware of the application outcome at the time of the survey.

HRS [N425] Medicare beneficiaries with limited income and resources may qualify to get extra help paying for their
prescription drug coverage. Did you know about this program?

1. YES 5. NO 8. DK 9. RF
GO TO N428 BRANCHPOINT
N426 Did you apply for extra help?
YES 5. NO 8. DK 9. RF
GO TO N428 BRANCHPOINT
N427 Was your application for extra help accepted or denied?

1. ACCEPTED 2. DENIED 3. STILL WAITING TO HEAR 8. DK 9. RF

The approach can be modified in a number of ways to conform to program eligibility guidelines and
tailored to state-specific processes. It can be adapted to nearly all of forms of subsidy permitted under the
ACA from Medicaid participation to tax credits or direct purchase subsidies. Currently, questions about
Medicaid participation in ACS, MEPS, NHIS, and other surveys do include short descriptions of the
Medicaid program and who it is designed to serve. Thus, a few more questions—has the respondent heard
about the program, whether the respondent applied for help covering medical insurance, or even what
documents were required in support of the application (i.e., “did you have to show your paystub or tax
return when you applied?”) —might boost reports of premium assistance for government-sponsored
premium support.

In the data presented here, employer premium assistance was much higher than government-
sponsored, but there was still nontrivial underreporting. A slightly different approach to that suggested for
increasing reports of government-sponsored premium support would be needed for increasing premium
assistance reporting from employers. For example, a series might start by specifying the eligibility target
population (employees), followed by a statement that many employers pay part of employees” health
insurance premium as an employment benefit, and then asking the respondent if her or his employer pays a
portion of the premium. However, it is possible that the provision of the ACA that requires employers to
disclose the value of the benefits they provided beginning in 2012 for each employee’s health insurance
coverage on the employees” annual Form W-2s might increase reports of employer support by specifying the
extent of the subsidy.

The variety of health insurance subsidy options in the ACA and the likelihood that states will develop
their own programs and systems for implementing the various provisions require survey methodologists to
consider how the subsidy provision is experienced by groups —Medicaid expansion, tax credits, cash
subsidies for direct purchase policies—in order to create survey questions that resonate sufficiently with
respondents and result in accurate reports.
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Improving the American Community Survey for Studying Health
Insurance Reform

Victoria Lynch and Genevieve M. Kenney (The Urban Institute)

I. INTRODUCTION

The Affordable Care Act (ACA) is expected to lead to substantial increases in health insurance coverage,
particularly through both Medicaid and nongroup plans offered through the new exchanges that will be
established in 2014 (Elmendorf, 2011). To assess the impacts of the ACA, it will be critical to have valid
estimates of how the distribution of health insurance coverage changes at the national, state, and local levels,
overall and for different subgroups. While a number of surveys provide national coverage estimates, the
American Community Survey (ACS) is the only survey with sufficient sample size to track coverage at the
state and local levels on an annual basis. However, prior research suggests that ACS estimates of nongroup are
too high and that estimates of Medicaid/CHIP coverage are too low (Turner & Boudreaux, 2010). In this paper,
we summarize methods we developed to address misreporting of coverage on the ACS and show how their
use appears to produce nongroup and Medicaid/CHIP estimates on the ACS with more face validity.

Il. DATA

The American Community Survey (ACS) is an annual household survey conducted by the U.S. Census
Bureau.! It is uniquely suited to tracking the impact of the ACA because its sample size is many times larger
than other surveys used to study coverage and sufficiently large to study local area coverage in all states and
to study nongroup coverage, a relatively rare type of coverage. In terms of potential measurement error, it is
important to note that it is a mixed-mode survey that starts with a mail-back questionnaire, with follow-up of
nonresponders by telephone and, for a subsample, by an in-person interview with the same questionnaire.
Interviewers are not instructed to help the respondent by defining concepts and probing for all relevant
information as they do in other surveys used to study health coverage (Jones & Cohen, 2007). In 2008, a
question was added to the ACS to ask the respondent about coverage of each individual in the household by
any of the following types of health insurance or health coverage plans at the time of the survey:

Insurance through a current or former employer or union (of this person or another family member)

2. Insurance purchased directly from an insurance company (by this person or another family
member)

3. Medicare, for people 65 and older, or people with certain disabilities
Medicaid, Medical Assistance, or any kind of government-assistance plan for those with low
incomes or a disability
TRICARE or other military health care

VA [Department of Veterans Affairs] (including those who have ever used or enrolled for VA health
care)

1U.S. Census Bureau. American Community Survey. www.census.gov/acs/www/. Although the survey includes both
housing units and group quarters, as well as active duty military personnel, our estimates focus on the civilian,
noninstitutionalized population.
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7. Indian Health Service
8. Any other type of health insurance or health coverage plan—specify

Overall, the ACS produces uninsured estimates that are similar to other surveys (Boudreaux,
Ziegenfuss, Graven, Davern, & Blewett, 2011), but there are concerns about both the nongroup and the
Medicaid/Children’s Health Insurance Program (CHIP) estimates. It appears that the ACS substantially
overstates the prevalence of nongroup coverage. In 2008, according to the ACS, 27.8 million nonelderly had
nongroup coverage? compared to 16.6 million in the Current Population Survey (CPS), which has been
shown to overcount nongroup coverage (Cantor, Monheit, Brownlee, & Schneider, 2007). Moreover, the
National Health Interview Survey (NHIS), which we consider to have the most valid coverage estimates
(Kenney, Holahan, & Nichols, 2006; Lynch, Kenney, Haley, & Resnick, 2011) has notably lower estimates:
11.5 million?® for the nonelderly in 2008. The extent of dual coverage involving nongroup coverage on the
ACS is also evidence of misreporting: according the ACS, 9.6 million nonelderly have both ESI and
nongroup coverage and 1.3 million have both nongroup coverage and Medicaid/CHIP. We suspect that
most of these are misclassified (up to as many as about one-third, resulting from a misallocation of write-in
responses) (Mach & O’Hara, 2011) because it is unlikely someone would purchase nongroup coverage if
they were already receiving coverage through an employer or government.* Like other surveys, the ACS
estimates fall below administrative counts of children enrolled in Medicaid or CHIP: in 2008, the ACS
estimate of Medicaid/CHIP children was 22.7 million compared the administrative count of 27.9 million (the
NHIS estimate was 24.1 million).> ¢ Prior research indicates that confusion is responsible for some of the
incorrect reporting of nongroup and Medicaid (Cantor et al., 2007; Lynch & Resnick, 2009, O'Hara, 2009).

lll. METHODS

We developed a set of ACS logical coverage edits that are applied if other information collected in the
ACS and, for some cases, eligibility status based on state Medicaid/CHIP eligibility rules imply that the
sample case had misclassified coverage (Lynch et al., 2011). We build on edit rules used by Census Bureau
that add Medicare, Medicaid/CHIP, and TRICARE/military coverage to sample persons with apparent
misreported coverage of those types (Lynch, Boudreaux, & Davern, 2010). The primary motivation for using
logical coverage edits are findings that people may lack the knowledge to answer technical questions
correctly but that correct answers can be derived from other information respondents are able to provide
correctly (Tourangeau, Rips, & Rasinki, 2000). Literature on cognitive interviewing demonstrates how
official definitions of health insurance often do not map to respondent perceptions but that interviewees are
able to indirectly answer the health insurance question by providing the interviewer with information that
can be used to infer coverage status (Pascale, 2009). Coverage edits also are considered a reasonable method
for improving the validity of estimates from other surveys (Lynch et al., 2011). For example, NCHS uses

2 Direct estimates are derived from an augmented version of the ACS, the Integrated Public Use Microdata Series
(IPUMS), prepared by the University of Minnesota Population Center. The IPUMS differs from the ACS public use microdata
sample (PUMS) released by the Census Bureau for 2008 because it reflects the final coverage edits the Census Bureau applies
as well as edits to family relationship data (Ruggles et al., 2010).

3 Authors’ calculation.

41t is unlikely that someone would find it worthwhile to buy coverage for themselves or another person who also has
Medicaid/CHIP. It is also unlikely that someone who is eligible for Medicaid/CHIP would be able to afford to buy coverage.

5 Authors’ calculation.

¢ By contrast to ACS and NHIS estimates, the administrative counts do not include enrollees in state and other non-
Medicaid/CHIP public coverage programs.
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other information reported about NHIS sample cases to reclassify coverage for at least nine million
nonelderly persons.” It is also common practice on surveys to draw inferences from multiple questions
without actually asking the respondent to try to answer the question of interest. For example, the labor
status used in official employment estimates is derived this way.?

Our edits use family income, employment, program participation, eligibility status, health insurance
coverage, functional limitation, and combinations of other family- and person-level data to check each case
for the presence of a scenario implying that the ACS coverage status is incorrect. We apply the rules in the
order of our confidence that the situation implies the alternative coverage type, and we recode the case to
the implied coverage if it meets the conditions specified under the rule. Tables 1 and 2 summarize the
nongroup rules for adults and children and, due to limited space, we refer readers to a previous report for a
summary of the Medicaid/CHIP edit rules we developed (Lynch et al., 2011).

IV. RESULTS

The nongroup edits reduce the estimated number of children with nongroup from 6.4 million to 3.5
million in 2009 (Table 1). They shift 3.7% of all children to another coverage status and change the percent
with nongroup from 8.1 to 4.5 (results not shown). Overall, the estimate was reduced to .45 of the original
estimate, and the reduction was most dramatic among children with SSI (where the derived estimate was 0),
TANF (.02 of the original estimate), and SNAP (.03), and non-Hispanic Black children (.23), American
Indian/Alaskan Native children (.27), children above the poverty line but less than twice poverty (.31), and
poor children (.33). By state, the reduction was greatest in Hawaii (.44) and least in Vermont (.76), with the
median being .54 of the original estimate.

The nongroup edits reduce the estimated number of nonelderly adults with nongroup coverage from
18.9 million to 11.6 million. The impact on the coverage distribution was slightly larger for adults compared
to kids; editing moved 4.0% of the adult population to another coverage status and reduced the percent with
nongroup coverage from 10.2% to 6.3%. Overall, the nonelderly nongroup estimate was reduced to .61 of the
original estimate; the reduction was most dramatic among those with SSI (where the derived estimate was
0), SNAP (.15 of the original estimate), cash assistance (.14), and those who are non-Hispanic Black (.38) or
American Indian/Alaskan Native (.41). The reduction was least dramatic among 19-25 year olds (.78), many
of whom have nongroup coverage through their college. By state, the reduction was greatest in West
Virginia (.41) and least in California (71), with the median being 60% of the original estimate.

After editing, the child population with nongroup coverage is higher income (76.9% have incomes more
than twice the poverty threshold compared to 67.9% before), more white non-Hispanic (71.3% compared to
64.9% before), and less likely to be in SNAP (0.5% compared to 6.7% before). After editing, the adult
population with nongroup coverage is slightly younger (22.4% were under age 26 after the edits compared
to 17.6% before) and more White non-Hispanic (77.9% compared to 74.3%).

The Medicaid/CHIP edits increase the number of children with Medicaid/CHIP and no ESI by 2.8
million and increase the Medicaid/CHIP rate from 29.3% to 32.8% in 2009. The vast majority of the edited
cases are determined to be Medicaid/CHIP-eligible in our model, and the others are ones that could have

7 Urban Institute calculation.
8 See the item on Labor Force Status Recode in the CPS Data Dictionary available at
www.census.gov/apsd/techdoc/cps/cpsmarl0.pdf

Proceedings of the 10™ Conference on Health Survey Research Methods 89


http://www.census.gov/apsd/techdoc/cps/cpsmar10.pdf
http://www.census.gov/apsd/techdoc/cps/cpsmar10.pdf

been eligible based on information that our model is not able to take into account (e.g., family income at an
earlier point in the year). Editing based on illogical combinations of coverage within a family accounts for
most of the impact (1.9 million). Editing based on illogical nongroup, Medicare, or ESI among Medicaid/
CHIP-eligible children accounts for about 470,000 cases and editing children flagged with illogical coverage
according to the rules we developed, but not found eligible accounts for about 300,000 cases. After editing,
the Medicaid/CHIP child population has a fairly similar demographic distribution relative to the
distribution based on the unedited data. However, it is slightly more middle income (40.7% with incomes
100-399% of FPL compared to 39.2% before) and has slightly fewer children from SNAP households (50.7%
compared to 53.2% before).

The edits increase the number of nonelderly adults with Medicaid/CHIP by 1.4 million. About 1.2
million are from those originally classified as having nongroup coverage and are edited based on there
being a combination of low family income, other means-tested program participation, an indication of a
disability, Medicaid/CHIP coverage of another family member, and/or no full-time workers in the family
who could afford nongroup coverage. The edits did not change the demographic and socioeconomic
characteristics of the Medicaid/CHIP adult population in any noticeable ways.

Table 1. Impact of Editing of ACS Private Nongroup (PNG) Coverage, by Edit Rule, U.S. Children (0-19) in 2009

RULE SUMMARY ANY NONGROUP
(in the order in which the rules are applied) Number Rate
DIRECT ESTIMATE 6,430,207 8.15%
Edited to Medicaid/CHIP based on being eligible & enrolled in Medicaid/CHIP. 5,980,324 7.58%
Edited to TRICARE/military based on parental status. 5,897,509 7.47%
Edited the Medicaid/CHIP based on refinements to Census rules. 5,801,253 7.35%
Edited to Medicaid/CHIP based on eligibility & sibling’s status. 5,769,974 7.31%

Edited to Medicaid/CHIP based on eligibility & parental status implying misreported dual PNG-ESI. 5,730,876 7.26%
Edited to Medicaid/CHIP based on being eligible & having a parent edited to Medicaid/ CHIP from
PNG for a non-SSI reason.

Edited to Medicaid/CHIP based on being eligible & being a minor parent. 5,309,038 6.73%
Edited to Medicaid/CHIP based on being eligible & having implied misreported dual PNG-ESI from
not living with parents & being low income or having functional limitation.

Edited to Medicaid/CHIP based on being eligible & having no evidence that the family could
afford PNG, the PNG is misreported ESI, or the PNG is paid for by someone outside the 5,155,673 6.53%
household.

Edited to Medicaid/CHIP based on being eligible, not having misreported ESI, & having SNAP or
cash assistance

Edited to Medicaid/CHIP based on being flagged as having possibly illogical coverage & being
immigrant-eligible & having an indicator of possibly being income-eligible earlier in the year.
Edited to Medicaid/CHIP based on being flagged as having possible illogical coverage & being
immigrant-eligible & being in a SNAP household with no military coverage.

Edited to Medicaid/CHIP based on being flagged as having possibly illogical coverage & beingin a
SNAP household with no military coverage.

5,314,163 6.73%

5,270,195 6.68%

5,114,464 6.48%

5,007,364 6.34%

5,003,762 6.34%

5,003,311 6.34%

Edited to ESI based on having a parent edited from PNG to ESI. 4,113,673 5.21%
Edited to ESI based on having reported ESI & a parent with a full-time public sector job. 3,783,679 4.79%
Edited to ESI based on having reported ESI & a high-income parent with ESI & no PNG. 3,630,719 4.60%
Edited to ESI based on having reported ESI & an unemployed parent. 3,628,776 4.60%

Edited to ESI based on having reported ESI & a parent with a full-time private-sector job & not
being poor or in a public program.

Edited to ESI based on having reported ESI & a parent with some other type of HIU employment
other than self-employment.

DIFFERENCE FROM UNEDITED ESTIMATE 3,538,143 4.49%

3,068,039 3.89%

2,892,064 3.66%
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Table 2. Impact of Editing of ACS Private Nongroup (PNG) Coverage, by Edit Rule, U.S. Nonelderly Adults (19-64) in 2009

RULE SUMMARY ANY NONGROUP
(in the order in which the rules are applied) Number Rate
DIRECT ESTIMATE 18,889,778  10.23%
Nonelderly Adult with Nongroup & Medicaid
Edited to Medicaid/CHIP based on being a parent with Medicaid/CHIP & less than 200% FPL. 18,726,521 10.14%
Edited to Medicaid/CHIP based on having Medicaid/CHIP & a functional limitation. 18,426,736 9.98%
Ec!lted to.Medlcald/CHIP based on Medicaid/CHIP with SSI, SNAP, or cash assistance but no 18,288,821 9.91%
minor child.
Edited to Medicaid/CHIP based on having Medicaid/CHIP & SSI, SNAP, or cash assistance but

18,2 .899
income higher than 200% FPL. 8,269,368 9.89%
!Edlted to.Medlcald/CHIP based on haylng M?dlcald/CH”:’ & SSI, SNAP, or cash assistance but 18,258,775 9.89%
income higher than 200% FPL & no minor child.
Nonelderly with Nongroup & Military 17,972,693 9.73%
Nonelderly with Nongroup & Other Employer Coverage
Ed.lted to ESI based on being a full-time public-sector worker or being the spouse or dependent 16,801,262 9.10%
child of one.
Ed.lted to ESI based on being th(=j spouse or dependent child in a high-income HIU with a full-time 16,330,960 8.84%
private-sector spouse/parent with ESI & no PNG.
Edited to Medicaid/CHIP based on being a 19- or 20-year old in a low-income HIU (dorms
excluded) with program participation & a parent (to avoid selecting college students who don’t 16,330,001 8.84%
live at home because they often have PNG through school) but none with nongroup or ESI.
Edited to I?SI based on having low or moderate income, a functional limitation, & someone in 16,267,024 8.81%
the HIU with employment.
Edited to ESI ba'sed F)n having cash public assistance or SNAP & being in an HIU with someone 16,184,434 8.77%
who has a full-time job.
E-dltefrl to Medicaid/CHIP based on having cash public assistance or SNAP & no one with a full- 16,126,207 8.73%
time job.
Edited to ESI based on being an unemployed HIU. 16,047,992 8.69%
Edltgd to !ESI based on having a full-time public-sector worker in HIU & not being poor or in a 13,916,925 7.549%
public assistance program.
Edited to ESI based on being in an HIU with some form of non-self-employment. 13,333,775 7.22%
Other People with Nongroup
Edited to ESI based on having a full-time public-sector worker in HIU. 13,165,343 7.13%
Edited to ESI based on being in a high-income family & having a spouse with ESI & no PNG. 12,618,883 6.83%
Edited to ESI based on being a dependent child in a high-income family with a parent that has 12,569,279 6.81%
ESI & no PNG.
Edltgd to ESI based on belng.a dependent chllq with 'Fwo parents with ESI & one parent with a 12,566,536 6.81%
full-time non-self-employed job & the other with no job.
Edited to Medicaid/CHIP based on having a low-income adult & a functional limitation 12,116,304 6.56%
Edited to Medicaid/CHIP based on having a low income & cash assistance or SNAP. 11,897,610 6.44%
Edltgd t.o Medicaid/CHIP based on being a citizen with a low income & a spouse or child with 11,873,164 6.43%
Medicaid/CHIP
Fdlt?d to Medicaid/CHIP based on being a citizen parent with a low income & no public-sector 11,432,742 6.19%
job in the HIU.
DIFFERENCE FROM UNEDITED ESTIMATE 7,457,036 4.04%

The logical coverage edits we apply to the ACS data generally move the ACS coverage distributions
closer to the NHIS coverage distributions. Table 1 shows the 2009 insurance coverage distribution of
children before and after editing in the ACS compared to the distribution from the NHIS. After editing ACS,
its estimated rate of Medicaid/CHIP coverage for children (in a hierarchy after ESI) is 32.8%, which is the
same point estimate derived from the NHIS. The majority of the reclassified cases—1.5 million—had
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previously been identified as having nongroup coverage, and an additional 0.7 million were reclassified
from ESI. After editing, children have lower rates of nongroup coverage (3.6%) that are similar to NHIS
(3.4%). For adults, Table 2 shows that after editing, the rate of Medicaid/CHIP is 8.7% compared to the NHIS
estimate of 8.9% and the rate of nongroup coverage is 5.6% compared to the NHIS estimate of 5.0%.

Table 3. Coverage Distribution of U.S. Children (0-18) before & after Editing in ACS, Compared to NHIS, 2009

ACS NHIS
Before After
# % # % # %
Total 78.9 100.0% 78.9 100.0% 78.5 100.0%
ESI 44.2 56.0% 43.5 55.1% 42.7 54.4%
Medicaid/CHIP 23.1 29.3% 25.9 32.8% 25.8 32.8%
PNG 4.3 5.5% 2.8 3.6% 2.7 3.4%
Medicare 0.2 0.3% 0.1 0.1% 0.2 0.3%
Uninsured 7.1 9.0% 6.6 8.4% 6.6 8.5%
Other* 0.5 0.6%

Source: Urban Institute analysis of American Community Survey (ACS) 2009 data from the Integrated Public Use Microdata Series
(IPUMS). The Urban Institute Health Policy Center’s ACS Medicaid/CHIP Eligibility Simulation Model and coverage estimates were
developed under a grant from the Robert Wood Johnson Foundation.

Table 4. Coverage Distribution of U.S. Nonelderly Adults (19-64) before & after Editing in ACS, Compared to NHIS, 2009

ACS NHIS
Before After
# % # % # %
Total 184.6 100.0% 184.6 100.0% 184.9 100.0%
ESI 116.8 63.3% 118.2 64.0% 115.7 62.6%
Medicaid/CHIP 14.9 8.1% 16.1 8.7% 16.5 8.9%
PNG 12.7 6.9% 10.3 5.6% 9.2 5.0%
Medicare 1.9 1.0% 1.8 1.0% 2.8 1.5%
Uninsured 38.4 20.8% 38.3 20.8% 39.2 21.2%
Other* 1.6 0.8%

Source: Urban Institute analysis of American Community Survey (ACS) 2009 data from the Integrated Public Use Microdata Series
(IPUMS). The Urban Institute Health Policy Center’s ACS Medicaid/CHIP Eligibility Simulation Model and coverage estimates were
developed under a grant from the Robert Wood Johnson Foundation.

DISCUSSION

As designed, the edits increase the number of children and adults with Medicaid/CHIP and decrease the
number with nongroup coverage. The edits add more children than adults to the Medicaid/CHIP
population, which is expected given the larger difference between the unedited ACS estimates and the
NHIS estimates for children compared to adults. That the child enrollee population is higher income after
the edits is not surprising given that record check studies show that higher income enrollees are more likely
to be misreported. That the adult enrollee population is similar before and after editing suggests that the
sample cases we edit may not be very different from those originally reported as having Medicaid/CHIP.

The impact of the edits on any nongroup coverage is much larger than the impacts on nongroup coverage
considered in the context of a coverage hierarchy (after Medicaid/CHIP and ESI) because there is so much dual
coverage in the unedited ACS estimates. As expected, there is little dual-nongroup/ESI or dual-nongroup/
Medicaid/CHIP coverage in the child population after editing, because people rarely simultaneously have
those combinations of coverage (Mach & O'Hara, 2011). That the child nongroup population is higher income
with fewer SNAP households also suggests that the resulting estimates are more valid because low income
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people cannot usually afford to buy nongroup coverage (Mach & O’'Hara, 2011). There are still 1.1 million
individuals with dual coverage in the adult nongroup population after editing, which this suggests that the
edits for adults are conservative. That the ACS nongroup estimate is still 1.1 million higher than the NHIS
estimate of 9.2 million and has 2.1 million poor people (data not shown) also suggests that the editing is
conservative (although some of the individuals classified as poor are likely college students who get nongroup
through their school or other young adults who get it from their parents).

CONCLUSION

Coverage edits appear to improve the validity of Medicaid/CHIP and non-group estimates on the ACS.
They are an intuitive and inexpensive technique for improving the validity of the ACS coverage estimates.
Despite the face validity of the edited estimates, there are a number of outstanding questions that should be
addressed in order to confirm that these edits are valid and to further strengthen the validity of the ACS
estimates. First, we recommend that the Census Bureau re-interview sample people who look like
Medicaid/CHIP enrollees but do not have Medicaid/CHIP reported to assess the validity of the coverage
information reported on the ACS. Second, we recommend record-check analysis to assess how well the edits
identify enrollees found in Medicaid/CHIP enrollment records. Third, we recommend that the Census
Bureau conduct cognitive interviewing to inform improvements to the ACS questionnaire and also provide
insights about the dynamics of coverage misreporting and the covariates associated with misreporting.
Fourth, we recommend that the Census Bureau re-evaluate how recodes write-in responses to nongroup
coverage. Finally, we recommend that the Census Bureau test changes to the instrument aimed at
improving the accuracy of the coverage information provided on the ACS.
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Comparison of Estimates of Emergency Department Visits from
the Medical Expenditure Panel Survey and National Hospital
Ambulatory Medical Care Survey'

Jeffrey A. Rhoades, Joel W. Cohen, Steven R. Machlin, and Marc I. Roemer
(Agency for Healthcare Research and Quality)

INTRODUCTION

The level of emergency department utilization and associated trends are important areas of interest for
health services researchers and policy makers. Surveys that contain emergency department utilization data
used to analyze such issues may have different objectives and data collection methodologies. Thus, it is
important to understand the available data sources and their methodologies in order to correctly interpret
data from a given survey or make informed decisions about which survey data set(s) are most appropriate
for a particular analysis (Machlin, Valluzzi, Chevarley, & Thorpe, 2001; Machlin & Zodet, 2007). The
purpose of this paper is to examine the large differences that occur in estimates of the same use variable
(emergency department visits) derived from household vs. provider-based sources of information. The
focus is on illustrating important methodological and contextual considerations that can affect analyses
when using different surveys for measuring emergency department use.

BACKGROUND

The U.S. Department of Health and Human Services sponsors a number of national surveys that provide
data on emergency department use but entail different objectives and methodologies. One of these surveys,
the Medical Expenditure Panel Survey (MEPS), collects utilization data through household interviews. In
contrast, the National Hospital Ambulatory Medical Care Survey (NHAMCS) collects data from hospitals
pertaining to emergency department visits (Machlin et al., 2001). Here we compare 2008 data on emergency
department use collected in the MEPS to comparable use data collected in the NHAMCS.

MEPS collects detailed data on health care use, expenditures, and sources of payment by means of its
Household Component (HC) and Medical Provider Component (www.meps.ahrq.gov/). The panel design

of the HC includes five rounds of interviews that cumulatively cover two consecutive calendar years. At
each interview, one adult respondent typically provides information about all persons in the household. The
MEPS-HC covers the U.S. civilian noninstitutionalized population. For all emergency department visits and
hospital stays reported in the HC, permission is requested to contact the medical provider for additional
details. This portion of MEPS is referred to as the Medical Provider Component (MPC). The MEPS-MPC
collects information on all hospital events for each person-provider pair included in the survey, whether or
not each event is reported by the household respondent.

The NHAMCS is a national probability sample of visits to emergency departments of noninstitutional
general and short-stay hospitals, exclusive of Federal, military, and Veterans Administration (VA) hospitals,
hospital units of institutions, and hospitals with less than six beds. Within each hospital, all emergency

! The views expressed in this paper are those of the authors, and no official endorsement by the Department of Health and
Human Services or the Agency for Healthcare Research and Quality is intended or should be inferred.
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departments are selected. Patient visits are systematically selected over a randomly assigned four-week
reporting period. A visit is defined as a direct personal exchange between a physician or a staff member

operating under a physician’s direction for the purpose of seeking health care
(www.cdc.gov/nchs/ahcd/about ahcd.htm).

In comparing estimates of emergency department visits for MEPS and NHAMCS, we take several steps
to align the population represented and make the bases of the MEPS and NHAMCS statistics as similar as
possible (Table 1). For MEPS, alignment involves subtracting visits taking place in a VA facility, while for
the NHAMCS, residents of a nursing home or other institution and the homeless are removed. These
exclusions result in totals equaling 56.1 million emergency department visits based on MEPS and 120.3
million based on NHAMCS.

Table 1. Aligning Estimates of Total Emergency Department Visits

MEPS NHAMCS
2008 total (in millions) 56.8 123.8
Exclude VA facility 0.7 =
Exclude institutionalized, homeless — 3.5
Total after exclusions 56.1 120.3

Number of Emergency Department Visits, 2008

The estimate from NHAMCS for total visits to emergency departments in 2008 (120.3 million) is
approximately double that of the estimates for MEPS (56.1 million; Table 2). The bulk of this difference is
attributable to visits where a physician is seen (108.8 million for NHAMCS vs. 52.8 million for MEPS). For
both MEPS and NHAMCS, the percent of emergency room visits where a non-physician is reported as
having been seen is relatively small (2.3% and 10.9%, respectively).

Table 2. Number of Emergency Department Visits, 2008

MEPS MEPS NHAMCS NHAMCS
Estimate in millions (SE)  Percent distribution Estimate in millions (SE) Percent distribution
Total after exclusions 56.1 (1.6) 100.0% 120.3* (6.1) 100.0%
Saw doctor 52.8 94.1% 108.8 89.7%
Saw nondoctor 2.3 4.1% 10.9 9.1%
Unknown 1.0 1.8% 1.4 1.2%

*Significantly different from MEPS (p < 0.05).

The comparisons reveal substantial differences between the two survey estimates of emergency
department use. These variations are likely due to the interaction of a number of factors, including
differences in data collection methodologies, target populations, types of providers and settings covered,
and reporting differences. The household survey (MEPS) targets the civilian noninstitutionalized
population, whereas the provider survey (NHAMCS) is more inclusive and includes visits from persons
outside that population. Differences in reporting of emergency department visits immediately followed by
an inpatient admission may explain a small part of this wide variation. Distinguishing an initial emergency
department visit from a subsequent hospital stay may not be obvious for MEPS respondents, especially
considering the emergency department visit may have been brief relative to the inpatient stay (Machlin et
al., 2001). Also, MEPS estimates could result in potential underreporting if persons who use the emergency
department as their usual source of care may tend to underreport or misclassify some of these visits as
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outpatient department or office-based visits (Machlin et al., 2001). Additionally, what a household
respondent in MEPS might consider to be an emergency department visit would not necessarily be
consistent with how such visits are classified in the NHAMCS from the provider’s perspective. For example,
a hospital visit that was initiated in the emergency department but then immediately referred to another
department for tests may be reported as an outpatient department visit in MEPS but would be counted as an
emergency department visit in NHAMCS (Machlin & Zodet, 2007).

Nonetheless, it is unclear precisely what accounts for the large difference in estimates of emergency
department visits between MEPS and NHAMCS. This research is designed to better account for that
difference. In this investigation, we obtained the MPC records for all hospital events captured in the
provider component of the survey and compared them to household respondent-reported utilization of
those hospitals to investigate the possible underreporting or misreporting of emergency department visits in
the HC. The objective is to better inform efforts to improve the quality of data collection in both household
and provider-based surveys.

METHODS

Research Questions
1. To what extent is the undercount due to underreporting by household respondents?

2. What characteristics of sampled persons are associated with underreporting?

Analytic Sample

The analytic sample is derived from the household respondent’s reported hospital events. Once
permission is obtained from the household respondent, providers are contacted in order to obtain hospital
event records. Cooperating facilities provide medical and billing records for all the sampled person’s events.
This process produced 4,259 person-hospital pairs in 2008. Of these 4,259 person-hospital pairs, 3,434 have a
positive count of emergency department visits in both the HC and MPC. Additionally, there are 825 person-
hospital pairs with a positive count of emergency department visits in the MPC but none in the HC.

Once we extracted the analytic sample of 3,434 person-hospital pairs, we compared counts of emergency
department visits between the HC and MPC, using the MPC count as the gold standard. We used
multivariate logistic models and calculated odds ratios to identify characteristics of persons in the sample
significantly associated with accurate reporting and substantial underreporting in the HC.

RESULTS

For two-thirds (66.5%) of the person-hospital pairs, there is perfect agreement between the HC and the
MPC in the number of emergency department visits. In addition, 10.7% of the person-hospital pairs have
overreporting in the HC relative to the MPC. However, 22.9% of the person-hospital pairs have
underreporting: 4.8% pairs with underreporting of two emergency department visits and 4.4% with
underreporting of three or more (Table 3).

As a consequence of these differences, the estimate of aggregate emergency department visits varies
depending on the data source (Table 4). Using the public use file HC-121
(www.meps.ahrg.gov/mepsweb/data stats/download data files detail.jsp?cboPufNumber=HC-121), there
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were 56.1 million emergency department visits in 2008. The 3,434 person-hospital pairs originating in the
HC produce an estimate of 42.7 million emergency department visits. In contrast, using the MPC as the source
(for the same 3,434 person-hospital pairs), the estimate is 51.2 million such visits. Also, there are an additional
12.7 million visits that are only identified in the MPC. These are from a very select sample, however. That is, a
person who had at least one household-reported hospital event for which the hospital responded in the MPC,
and the hospital reported an ER visit that was not reported by the household respondent. Nonetheless, the
existence of these unreported visits indicates that underreporting is not limited to undercounting of visits for
reported users but also extends to nonreporting of any hospital use.

Table 3. Comparing Counts of Emergency Department Visits among Person-Hospital Pairs

HC-MPC Percent distribution
Difference N=3,434
<-3 4.4
-2 4.8
-1 13.7
0 66.5
1 9.0
2 1.2
>3 0.5

Table 4. Multivariate Logistic Models

VARIABLE

Dependent Variables

Accurate reporting: 1 if HC-MPC ED  Substantial underreporting: 1 if HC-

visit count, 0 otherwise MPC < -3, 0 otherwise

Independent Variables

Income Health insurance status

Marital status Number of chronic health conditions
Sex Health limitations

Age Perceived health status
Race/Ethnicity Usual location of health care

Original respondent

Table 5. Estimated Aggregate Emergency Department Visits, by Data Source

Estimate
Data Source (millions)
2008 MEPS-HC (reports for all sample persons weighted) 56.1
HC Analytic Total (3,434 pairs weighted) 42.7
MPC Analytic Total (3,434 pairs weighted) 51.2
MPC Additional (825 pairs weighted where HC ED counts = 0) 12.7

We also constructed two multivariate logistic models to examine characteristics associated with
accuracy of reporting. One model represented fully accurate reporting (the HC and MPC counts were
equal); an alternative model represented substantial underreporting (the HC count was at least three less
than the MPC count). A number of characteristics of the sample person in the person-hospital pair were
included in the models: income, marital status, sex, age, race/ethnicity, consistency of respondent during the
reference year, health insurance status, number of chronic conditions, presence of health limitations,
perceived health status, and usual location of care (Table 5).
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Accurate Reporting

Those person-hospital pairs with a doctor’s office as the sample person’s usual source of care were 2.86
and 1.41 more likely to show accurate reporting compared to those with an emergency department or other
hospital department, respectively, as their usual location of care. Person-hospital pairs with privately
insured sample persons were 1.52 times more likely to show accurate reporting compared to those with
public health insurance. Those in excellent, very good, or good health were 1.59 times more likely to be
accurate reporters compared to those reporting fair or poor health. With respect to demographic
characteristics, those White (1.96 or 1.39), male (1.32), age 65 and older (1.41), married (1.56), and having a
high income (400% or more of the Federal poverty level; 1.84) were more likely to be accurate reporters
compared to their respective reference categories (Table 6).

Substantial Underreporting

In contrast to accurate reporters, Asians, Blacks, those in fair or poor health, those with public insurance,
and those reporting more than one chronic condition were more likely to be substantial underreporters.
Asians and Blacks (4.31 and 1.95) were more likely to be associated with substantial underreporting
compared to Whites. Those in fair or poor health were 3.14 times more likely to be substantial
underreporters compared to those in excellent, very good or good health. Those with public health
insurance were 1.99 times more likely than those with private health insurance to be substantial
underreporters. Finally, those having one or more chronic conditions were 1.95 more times likely to be
substantial underreporters compared to those with no chronic conditions (Table 7).

Table 6. Accurate Reporting Model (HC-MPC = 0)—Significant Odds Ratios

Significant Odds Ratio Odds Ratio Reference Category

Usual location of care is doctor’s office 2.86 Usual location of care is hospital emergency department
Private health insurance 1.52 Public health insurance

Excellent/Very good/Good health 1.59 Fair/poor health

Usual location of care is doctor’s office 1.41 Usual location of care is hospital, not emergency department
White 1.96 Asian

High income 1.84 Poor

Married 1.56 Widowed

Age 65+ 1.41  Age 18-64

White 1.39 Black

Male 1.32 Female

Significantly different from reference category (p < 0.05).

Table 7. Substantial Underreporting Model (HC-MPC < -3): Significant Odds Ratios

Significant Odds Ratio Odds Ratio Reference Category

Asian 431 White

Fair/Poor health 3.14 Excellent/very good/good health
Public insurance 1.99 Private health insurance

Black 1.95 White

One or more chronic conditions 1.95 No chronic conditions

Significantly different from reference category (p < 0.05).
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DISCUSSION

While it is likely that the HC and MPC will agree on the number of emergency department events
(66.5%), two issues emerge from these analyses with regards to household reporting of hospital events. First,
there is a greater propensity to underreport (22.9%) emergency department visits than to overreport (10.7%).
Second, there is a substantial number of emergency department visits not reported by the household
respondent (at least 12.7 million). Characteristics of those identified as substantial underreporters (HC-MPC
<-3) are Asian, Black, in poor or fair health, having more than one chronic condition, and having public
health insurance.

Taking into account the finding of underreporting and nonreporting partially explains the observed
differences in estimates of aggregate emergency department visits between the MEPS and NHAMCS. Still,
the observed underreporting and nonreporting does not entirely close the gap between the two surveys.
While potential adjustment strategies are not clearly revealed through this analysis, factors that also should
be considered include representativeness of the sample, how households vs. providers define an emergency
department visit, respondent (who responds for the entire household) vs. sampled person characteristics,
and misclassification of events. In addition, instrument redesign could be considered in order to elicit more
accurate reporting and minimize the likelihood of underreporting, nonreporting, and misclassification,
especially for those respondents with characteristics associated with substantial underreporting.

MEPS and the NHAMCS data sources have unique advantages and disadvantages when used to
examine patterns of emergency department visits, making the different data sources appropriate for
different applications. For example, MEPS may be better suited for trend analysis or behavioral research,
while NHAMCS may be preferable for generating estimates of the aggregate number of emergency
department visits. Understanding the design, population coverage, and estimates from each of the data
sources is therefore critical to choosing the most suitable data source to study emergency department care.
Whether working with one or multiple data sources, it is important for researchers to assess the strengths
and limitations of the particular source(s) being used and to use caution when interpreting and comparing
estimates (Machlin et al. 2001; Machlin & Zodet, 2007; Owens et al., 2010; Rhoades, Cohen, & Machlin, 2010).
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Assessing the Accuracy of Prescription Drug Purchase Data for
Medicare Beneficiaries in the Medical Expenditure Panel Survey®

Marc W. Zodet, Steven C. Hill, and Samuel H. Zuvekas
(Center for Financing, Access and Cost Trends, Agency for Healthcare Research and Quality)

INTRODUCTION

The Medical Expenditure Panel Survey (MEPS) collects data on health care utilization, expenditures,
sources of payment, insurance coverage, and health care quality measures. The survey, conducted annually
since 1996 by the Agency for Healthcare Research and Quality (AHRQ), is designed to produce national and
regional estimates for the U.S. civilian noninstitutionalized population (Ezzati-Rice, Rohde, & Greenblatt,
2008). In particular, MEPS data has the capacity to support studies of prescription drug utilization and
expenditures in the United States. Moreover, these data are widely used by researchers for behavioral
modeling and policy simulations. Given the potential for MEPS data to shape national health care policy, the
validity of the data is critical.

Information on prescription medicine use in MEPS is collected during household interviews in a series
of five rounds. At each round, respondents are asked to enumerate all prescription drug acquisitions and
the number of times each drug was obtained for all family members. Annual use counts are derived for each
person by summing across rounds in the calendar year. Prescription medicine utilization is measured as (1)
the total number of drugs and (2) the total number of drug acquisitions (i.e., number of fills/refills).
Additional information about payments for these prescription drugs is collected via follow-back interviews,
but this study focused only on the utilization measures (i.e., number of drugs and number of fills/refills).
The objectives of this study were to assess the quality of the MEPS household-reported prescription drug
utilization data via a matched comparison with Medicare administrative claim records and to investigate
whether reporting errors lead to systematic biases in behavioral analyses of the MEPS prescription medicine
data.

BACKGROUND

The accuracy of other forms of health care service use in the MEPS has been the subject of various
validation studies. For example, in a linked study of MEPS and Medicare claims data, Zuvekas and Olin
(2009a, 2009b) found inpatient stays and number of inpatient nights were accurately reported. MEPS
respondents, however, underreported office visits by 19%, emergency department visits by 34%, and
Medicare expenditures by 12%. Nonetheless, behavioral analyses are not likely to be significantly affected
by misreporting, because variation in underreporting across subgroups was small in magnitude even when
statistically significant.

Validation studies of reported prescription drug use in other surveys typically find high accuracy but
variation across drugs (e.g., Klungel et al., 2000). The accuracy of drug use reporting varies with drug
characteristics and amount of drugs used. Other studies report measures of agreement for drug classes and
find agreement varies greatly (Nielsen, Sendergaard, Kjeller, & Hansen, 2008.). Most studies have focused on

! The views expressed in this paper are those of the authors and no official endorsement by the Department of Health and
Human Services or the Agency for Healthcare Research and Quality is intended or should be inferred.
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people with specific conditions or specific classes of drugs, or validated data collected for specific studies.
Poisal (2003-2004) evaluated many measures of use in the U.S. Medicare Current Beneficiary Survey
(MCBS) before the Medicare Part D program started. Respondents reported 82.3% of fills or refills found in
pharmacy data, but 23% of respondents reported fills not found in the pharmacy data. Apparent
overreporting may reflect incomplete pharmacy data or free samples, and Poisal made assumptions about
the amount of missing pharmacy data to estimate the accuracy of the MCBS.

METHODS/ANALYTIC APPROACH

Data

We used the Medicare Part D claims as our validation data for this study. The Medicare Part D program
began on January 1, 2006. Beneficiaries may obtain Part D coverage through either a prescription drug plan
or a Medicare Advantage plan. The Medicare Part D Denominator files indicate the months beneficiaries
were enrolled in either of these two plans. The MEPS Prescription Drug Event files contain drug claims from
both types of plans.

The MEPS analytic sample was constructed by matching MEPS Medicare beneficiaries to their Medicare
administrative data. We selected MEPS Medicare beneficiaries from 2006 and 2007. These MEPS
beneficiaries were asked to voluntarily provide their Medicare card number so that their Medicare records

could be located and used for statistical research purposes. Summary of the matching process is found in
Table 1.

Table 1. Matched Sample of MEPS Medicare Part D Beneficiaries (2006—2007) & CMS Claims Data

MEPS sample members reporting Medicare coverage 7,293
Exclusions
Sample members with no identifiers for matching or did not match 4,479
Sample members with <12 months of Part D coverage or institutionalized for any part of the year 1,515
Sample members who used Veterans Administration or other federal pharmacies 28
Final number of matched sample members 1,271

Since our matched sample was not random, we adjusted the MEPS standard sampling weights to reflect
the Medicare population. A logistic regression found that MEPS Medicare beneficiaries that matched to
Centers for Medicare and Medicaid Services (CMS) data were more likely to be the household respondent,
report their race as White compared with non-White, have completed high school, and have at least one
prevalent, chronic condition compared with the Medicare beneficiaries who did not match exactly or who
did not provide their HICN or SSN for the matching. We used a propensity-score reweighting procedure
based on this regression to adjust the standard MEPS weights for differences in sociodemographic and
interview characteristics in the likelihood of matching to CMS enrollment files. Applying the adjusted
weight, we found no statistically significant differences in expenditures, and differences in survey-reported
drug use between the matched and unmatched samples diminished but were not eliminated. This adjusted
weight was used for all analyses.

Measures of Medication Use

Our two dependent variables of interest from the matched data are the number of distinct drugs and the
number of fills/refills (i.e., the number of times each drug was obtained during the year). Drugs are defined
as active ingredients (e.g., atorvastatin, omeprazole, clopidogrel). So if a person obtains the brand name and
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generic for the same active ingredient, we count that once. If the person obtains both the regular drug and
the extended release version or different strengths, we count that once. To ensure comparability, we
excluded some drugs from both the MEPS and claims data. These are drugs not covered under Part D (e.g.,
barbituates, over-the-counter drugs, nearly all vitamins and minerals), drugs purchased during inpatient
stays (rarely covered under Part D), and insulin and syringes (in MEPS, such information is collected
differently than for other pharmaceutical items).

Control Variables

We created the following sociodemographic variables from the MEPS. Age was categorized as under 65,
65-74, 75-84, and 85 and older. Binary indicators represent the following categories: female, non-White,
Hispanic, married, and living in an MSA. Region was categorized as North, South, Midwest, and West.
Family income was coded as below 100, 100-199, and 200% or more of the federal poverty line (FPL).
Education was categorized as <12, 12, and >12 years. There are five categories of perceived health: excellent,
very good, good, fair, and poor. Binary indicators represented one, two, or three or more prevalent, chronic
conditions (active asthma, diabetes, emphysema, high blood pressure, high cholesterol, ischemic heart
disease, stroke, and arthritis or joint pain). A cognitive limitation indicator was coded “1” for persons who
experienced confusion or memory loss, had problems making decisions, or required supervision for their
own safety. An activity limitation indicator was coded “1” if the person received help or supervision with
any activities of daily living (ADLs) or instrumental activities of daily living (IADLs) “because of
impairment or physical or mental health problem.” Medicaid was coded “1” if the person had Medicaid
coverage any time during the year. Private drug coverage any time during the year was divided into
coverage through an employer or union or other private coverage. We also constructed indicators
describing the interviews and how utilization data were obtained for each beneficiary. Interview language
was classified as entirely in English or at least one MEPS interview was in a language other than English.
We classified reporting of drug use data into one of three categories: self-reported indicates that the sample
beneficiary was the household informant in her last interview, household proxy indicates that use data were
reported by a proxy living in the household, and nonresident proxy indicates that a person outside of the
household reported use data for the sampled person. Finally, we created an indicator for year in survey.

Analytic Approach

We used both a descriptive approach and a modeling approach to assess the validity of the MEPS data.
First, as part of the descriptive analysis, we examined weighted distributions of number of drugs and
number of fills from each data source. We calculated Lin’s concordance correlation coefficient to assess the
agreement in measures between MEPS and the claims data. This coefficient contains measurement of both
precision and accuracy and is used to assess the agreement between continuous variables. The correlation
coefficient ranges from —1.0 (perfect disagreement) to 1.0 (perfect agreement) (Lin, 1989).

Second, we utilized negative binomial regression models to evaluate any potential differences in the
predictive effects of the above-mentioned control variables. The regression analysis involved fitting two
models for each dependent variable: one where the dependent variable is based on the MEPS data and one
where the dependent variable is based on the claims data. Using the same set of explanatory variables (i.e.,
control variables) in each model, we calculated the marginal effect for each explanatory variable. We
formally tested whether the effect of each covariate was the same in the pairs of regressions. For example,
does poor health increase the number of drugs by the same magnitude whether using the household-
reported or claims-based measure? Because coefficient estimates and the marginal effects are interpretable
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as random variables, the comparison of marginal effects was analogous to a pairwise t-test of the means of
two (correlated) random variables.

All analyses used the adjusted MEPS sampling weights to compensate for differences between the
matched and unmatched samples and accounted for the stratified and clustered (at the PSU level) design of
the MEPS survey.

Table 2. Comparison of MEPS Household Reported Annual Drug Use & Medicare Part D Claims Records, Matched Sample
(2006-2007)

MEAN (SE) Ratio of Agreement Lin’s
MEPS Claims Means (SE) K-statistic Rate (SE) Concordance
Indicator of any
drugs (0/1) 0.95 (0.01) 0.95 (0.01) 1.00 (0.01) 0.66 0.97 (0.01)
Number of drugs 6.52 (0.20) 8.49 (0.28)*** 0.77 (0.01) 0.71
Number of fills 37.40 (1.60) 38.2 (1.60) 0.98 (0.02) 0.81
N=1,271.

NOTE: All estimates were weighted using the propensity score-derived weight for the matched sample.
SE = standard error.
*** p-value < 0.01 for difference between MEPS and claims measures of utilization.

RESULTS

Descriptive Analyses

Table 2 compares mean utilization based on claims and MEPS household reports for our matched
sample. There were no differences in the proportion of beneficiaries reporting any prescription drug use,
with an agreement rate of 0.97 (95% CI: 0.96-0.98) and a i statistic of 0.66, indicating “substantial”
agreement (Landis & Koch, 1977).

Figure 1. Density Distributions for Number of Drugs, by Data Source, MEPS Matched Sample (2006—-2007)

Data Source

MEPS
CMS Claims

Weighted Density

56.5 8.5 11 ]
Number of Drugs

N =1,271. Dashed lines represent mean numbers of drugs.
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Figure 2. Density Distributions for Number of Fills/Refills, by Data Source, MEPS Matched Sample (2006—-2007)

Data Source

MEPS
CMS Claims

Weighted Density

37338 | 0
MNumber of Prescription Fills
N =1,271. Dashed lines represent mean numbers of fills or refills.

Figures 1 and 2 show the overlaid density distributions (MEPS/claims) for number of drugs and number
of prescription fills, respectively (the dashed lines represent means). On average, MEPS respondents tended
to report fewer drugs compared to what is documented in the claims data: 6.5 vs. 8.5. This is illustrated in
Figure 1 with the higher peak in the MEPS distribution compared to the claims distribution. As measured by
Lin’s statistic, overall concordance between the MEPS and claims number of drugs at the person level was
good: 0.71 on a scale from -1.0 to 1.0, but respondents in MEPS did tend to underreport their number of
medications (Table 2). Further analyses suggest that the observed underreporting in MEPS is for short-term
medications (e.g., antibiotics, topical agents, pain medications).

The density distributions in Figure 2 are much more similar. Table 2 shows there is greater concordance
for number of fills or refills than for number of drugs. The mean number of fills reported in the MEPS was
37.4, compared with 38.2 in the claims for the analytic matched sample. As measured by Lin’s statistic,
overall concordance between the MEPS-reported and claims number of drugs at the person-year level was
very good: 0.81.

Differences in reporting vary with some drug use patterns and sociodemographic and interview
characteristics, and some of these factors differ across medication use measures. All sociodemographic
groups underreported the number of drugs obtained (data not shown). On average, married beneficiaries,
those residing in the West, those with higher incomes, and those not in Medicaid reported more of the drugs
found in the claims data. Similarly, concordance for number of drugs was higher for sample members who
were age 65-74, had higher incomes, and had better health. Part D beneficiaries who reported their drug
coverage was through an employer also were less accurate in reporting the number of drugs. Some patterns
of drug use were associated with better reporting of the number of drugs. The number of drugs was more
accurately reported for sample members who reported receiving free samples and those who used fewer
drugs. In fact, beneficiaries who obtained fewer than six drugs had the highest ratio of reported drugs to
claims drugs. Also, interview characteristics were associated with better reporting: conducting the interview
in English and using bottles and receipts to enumerate the medications obtained.
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For most sociodemographic characteristics, the number of reported fills was similar to the number of
claims (data not shown). Reporting patterns varied across the age distribution. People below the poverty
line and those enrolled in Medicaid tended to underreport, but those with higher incomes and not in
Medicaid did not. Those with fewer drugs and fewer fills in the claims were more likely to overreport fills.
This could be a floor effect: when few fills are reported, it is harder to underreport them. Those with 16 or
more drugs or 41 or more fills were more likely to underreport fills. The number of fills was more accurately
reported for interviews conducted in English and when bottles and receipts were used to enumerate the
medications obtained.

Regression Analyses

Some of the sociodemographic factors associated with better reporting are clearly related to each other
(e.g., health status and number of chronic conditions). So, rather than using multivariate regressions to
estimate their independent effects on reporting accuracy, we focused on the impact of reporting error in
typical behavioral analyses of health care use.

Table 3 reports the results of pairs of regressions of the determinants of prescription drug use based on
MEPS household-reported measures and claims measures, respectively, as the dependent variable and the
same set of covariates from the matched sample. The first set of columns shows the marginal effects from
the number of drugs regressions. There were marked gradients in perceived health status and number of
chronic conditions, with no statistically significant differences between the marginal effects. Women and
beneficiaries with ADL/ITADL limitations obtained more drugs, and the magnitudes and statistical
significance were similar across regressions. The differences were mainly in insurance status. The effect of
Medicaid coverage was larger for the claims-based number of drugs (1.90) than the MEPS number of drugs
(1.05, p = 0.030). The MEPS-claims difference was larger for the effect of reported employment-related
insurance on number of drugs (0.40 versus 1.72, p = 0.035). Using the claims data, Hispanics were associated
with 0.01 fewer drugs, but using the MEPS measures, the effect was 1.00 drugs (p = 0.083). The magnitude of
the effect of residing in an urban area was similar across the pair of results, but the MEPS estimate was
marginally significant, whereas the claims-based estimate was not. The effects of income were small and
statistically insignificant in both models, but the signs were reversed and the differences were statistically
significant at the 10% level. The marginal effects were small and not statistically significant in any
regressions for age, race, marital status, having a high school education, having a cognitive limitation,
reporting private drug coverage not through an employer, and residing in the Midwest, South, or an MSA.

The second set of columns in Table 3 shows the marginal effects from the number of fills or refills
regressions. Perceived health status, number of chronic conditions, ADL/IADL limitations, women, residing
outside an MSA, and Medicaid coverage were associated with more use in both sets of marginal effects. For
these variables, the marginal effects were similar and have similar levels of significance. The magnitude of
the effect of residing in the West was similar across the pair of results, but the claims-based estimate was
marginally significant, whereas the MEPS estimate was not. The marginal effects of non-English language
interviews were imprecisely estimated in both regressions, but the difference was statistically significant (3.7
vs. 11.1, p = 0.049). The effects of income were small and statistically insignificant in both models, but the
signs were reversed and the differences were statistically significant. For example, in the MEPS, income
more than twice the poverty line was associated with 2.9 additional fills, compared with 2.2 fewer fills in the
claims data (p = 0.015).
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CONCLUSIONS

Our comparisons of household-reported prescription drug use to Medicare Part D claims in the matched
analytic sample revealed that household respondents in the MEPS were consistent with claims when
reporting the number of fills and refills but underreported the number of drugs. Consistent with other
validation studies of reported drug use, we found that the drugs that were not reported typically have
short-term or intermittent uses (anti-infectives, topical agents, and pain medications), rather than
maintenance drugs.

MEPS respondents typically report on drug use over a five-month period, so drugs that were used early
in the reference period could be forgotten at the time of the interview. Generally, marginal effects from drug
use and expenditure regressions have the same sign and often similar magnitudes.
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Table 3. Comparison of MEPS & Claims-Based Drug Use Regression Model Results, Matched Sample (2006-2007)

NUMBER OF DRUGS NUMBER OF FILLS OR REFILLS
MEPS Part D Claims MEPS Part D Claims
Marginal Marginal Differencei Marginal Marginal Difference

CHARACTERISTIC Effect (SE) Effect (SE) (p-value) Effect (SE) Effect (SE) (p-value)
Age

65-74 -0.40 0.44 -1.08 0.72 0.183 -1.9 3.4 -3.9 3.9 0.516

75-84 -0.44 0.46 -0.40 0.71 0.921 -5.2 3.2 -2.8 3.7 0.417

85+ -0.64 0.64 -0.79 0.96 0.834 4.3 5.6 2.0 5.8 0.581
Nonwhite -0.16 0.33 0.01 0.56 0.680 -3.7 2.7 -3.8 2.6 0.939
Hispanic -1.00* 0.58 -0.01 0.85 0.083 -4.9 4.4 -5.3 4.4 0.865
Women 1.23***  0.31 1.53*** 0.39 0.264 6.7%** 2.3 5.8%* 2.3 0.602
Married -0.14 0.36 -0.58 0.48 0.151 0.5 2.8 -0.1 2.8 0.748
Region

Midwest 0.31 0.54 0.60 0.69 0.523 4.7 4.7 4.1 4.8 0.757

South -0.13 0.46 -0.48 0.67 0.419 -0.9 4.3 -2.3 4.5 0.540

West -0.12 0.52 -1.07 0.68 0.013 -6.2 4.2 -7.8* 4.3 0.415
MSA -0.72%* 040 -0.72 0.51 0.993 -9.2%** 35 —-7.2%* 3.1 0.297
Family Income

1-2x FPL 0.28 0.37 -0.32 0.50 0.078 4.4 2.8 -1.3 3.0 0.003

>2x FPL 0.44 042 -0.24 0.60 0.057 2.9 3.2 -2.2 3.5 0.015
Education (years)

12 0.13 0.32 0.20 0.50 0.855 -1.5 2.6 -0.2 2.7 0.477

>12 1.00** 0.42 1.35%* 0.62 0.394 1.9 3.4 1.1 3.1 0.737
Perceived Health

Very good 1.41%**  0.40 1.48%* 0.63 0.979 11.0*** 3.0 11.0%** 2.8 0.598

Good 2.53**%* 044 2.55**%* 0,71 0.937 19.6%** 3.4 18.1%** 33 0.223

Fair 3.49%**  0.49 4.15*** 0.71 0.401 24.4%** 31 21.8%** 3.1 0.141

Poor 5.09*%**  0.64 5.69*** 093 0.453 40.4*** 57 30.7*** 5.1 0.011
Chronic Conditions

1 1.51***  0.40 2.91*%**  0.61 0.004 8.8*** 24 10.8*** 2.4 0.602

2 3.22*%**  0.40 3.97*** 0.55 0.053 19.6*** 2.6 20.0%** 2.9 0.951

>3 5.50***  0.39 7.09*%** 0.49 0.001 35.5%** 26 34.8%** 2.4 0.764
Cognitive Limitation 0.38 0.36 0.13 0.57 0.546 -0.7 3.0 -1.3 3.1 0.773
ADL/IADL
Limitation 1.05** 0.42 1.31** 0.52 0.397 7.5%* 3.1 9 Gk 3.2 0.322
Insurance

Medicaid 1.05** 0.42 1.90*** 0.61 0.030 9.4*** 34 13.1%** 3.8 0.125

Employment-

related 0.40 0.55 1.72** 0.87 0.035 -0.3 4.2 3.9 4.2 0.200

Other private 0.22 0.60 -0.01 0.68 0.519 -4.5 3.5 -3.2 3.0 0.548
Non-English
Interview 0.99 0.75 2.16* 1.21 0.156 3.7 5.9 11.1 7.3 0.049
N=1,271.

NOTES: Marginal effects from negative binomial regression models. All estimates were weighted using the propensity score-derived
weight for the matched sample.
*p <0.10, **p < 0.05, ***p < 0.01 for marginal effects.
ADL = activities of daily living; FPL = Federal poverty line; IADL = instrumental activities of daily living; MSA = metropolitan statistical area;

SE = standard error.

We note two potential limitations in our comparisons of MEPS household reporting to Medicare claims.
First, we matched a large sample of Medicare beneficiaries in MEPS to claims data, but our matched sample
itself was not nationally representative of Medicare beneficiaries. However, we note that our matched
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sample mirrors expenditures by the full sample of Medicare beneficiaries in MEPS when using weights
adjusted for differential matching. Second, we examined household reporting for Medicare beneficiaries
only, and our findings may not generalize to the reporting for other family members of Medicare
beneficiaries or to the rest of the U.S. population residing in households with no Medicare beneficiaries.
Elderly and disabled Medicare beneficiaries use substantially more health care services than other
Americans (Ezzati-Rice, Kashihara, & Machlin, 2004), and a previous study and results presented here
suggest underreporting is greatest among higher use groups (Poisal, 2003-2004). To this extent, our findings
may provide an upper-bound estimate of underreporting for the full MEPS sample. The elderly and
disabled Medicare populations differ in other important ways from the rest of the population, but it is
unclear how this would affect reporting of prescription drug use.

On average, MEPS estimates of the number of fills and inpatient use are similarly close to claims-based
estimates. The accuracy of medication use in the MEPS compares favorably with the accuracy of medication
use in other surveys. In the MEPS, the number of fills is underreported by 2%, on average, compared with
17% in the MCBS (Poisal, 2003-2004). In the MEPS, we found households reported very few medications not
found in the claims data. While Poisal found considerably more overreported fills in the MCBS (23% of
beneficiaries overreported), the problem could be due to missing pharmacy data, whereas our study
compares the MEPS with claims data. Like the MCBS, underreporting in the MEPS is higher among
beneficiaries who obtained more fills and refills. While the MCBS and MEPS are similar surveys, the results
may not be fully comparable, because we studied beneficiaries in the Part D program, whereas Poisal
studied all Medicare beneficiaries before Part D began. After Part D began, the MCBS used the Part D claims
rather than household reports to measure use and expenditures covered by Medicare and survey reports for
use covered by other payers.” Like Van den Brandt et al. (1991), we found accuracy decreases with the
number of drugs used. Like Caskie and Willis (2004) and Caskie et al. (2006), we found cognitive ability
does not affect reporting, but the household respondent likely reports for the more severely impaired
sampled persons. We also found, like Caskie and Willis, that accuracy increases with income.
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The RWIJF Health Care Public Perceptions Index: Index
Development, Results, and Support for Reform

Peter Graven (University of Minnesota)

INTRODUCTION

The health care system is undergoing a major change in how insurance is delivered in the U.S. with the
passage of the Patient Protection and Affordable Care Act (PPACA). Most of these reforms have yet to be
implemented, and understanding the effects is critical to both successful policy and additional reforms. In
light of these changes, we developed an index to measure consumers” confidence in their health-related
experiences and their expectation for the future. Released in April 2009, the index is designed to track
changes in public perceptions of health care during the process of health care reform and implementation of
the PPACA. The goals of this paper are to (1) describe the development of the index and its validity, (2)
describe demographic differences in index levels, and (3) show how the index related to support for reform
prior to PPACA’s passage.

The health care system affects individuals in many ways, including their sense of security. Assessing
these perceptions in their day-to-day lives provides a basic measure of the system’s performance. As
opposed to a narrow program with well-defined metrics for evaluation, the PPACA health reform law
presents a broad set of changes in the system. The Robert Wood Johnson Foundation (RW]F) Health Care
Public Perceptions Index provides an opportunity to capture the impacts of many policies and provides a
bellwether measure of the impacts on confidence.

Disparities across the population in access to health care are well documented. These have translated
into varying levels of support for reform. In 2010, support for health care reform was higher among women,
younger Americans compared to those older than 65, non-Whites compared to Whites, and those with lower
incomes (Blendon & Benson, 2010). Furthermore, research has suggested that members of the public who
have the most to gain from changes to the health care system, and thus are more self-interested in the policy,
tend to support reform more than others. For example, people who are more confident that they can pay for
their own medical care express more support for government responsibility for health care (Jacobs &
Shapiro, 2000); people lacking health insurance support government insurance more than those who do not
(Koch, 1998); and people who are disabled, cannot afford health insurance, or have lower incomes are also
more likely to support government-provided health insurance (Lau & Heldman, 2009). Even research that
has sought to demonstrate the relatively low predictive power of self-interest on public policy attitudes has
found that when it comes to health insurance policy, those with more need for health insurance are more
likely to support changes to the health care system (Sears, Lau, Tyler, & Allen, 1980).

INDEX METHODOLOGY

Survey Information

The core survey sample is designed to be representative of all households in the coterminous United
States. The core of the Surveys of Consumers questionnaire is composed of 50 questions designed to track
different aspects of consumer attitudes and expectations. Added to this was the Health Care Security
supplement, which consisted of 23 questions. The monthly response rate is approximately 39% (using the
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AAPOR Response Rate 2 calculation). The margin of error for the survey is 4.4% at a 95% level of
confidence.

Factor Analysis

Index development included a principal components factor analysis to isolate the items providing the
most efficient measure of the two targeted constructs: recent experiences and future expectations. A list of 18
items, field-tested for relevance, generated two factors with eigenvalues greater than one, among nine items.
These items correlated exactly with the questions phrased to include recent experiences and future
expectations. Cronbach’s alpha from the inter-item correlations is midranged at 0.85 for each construct and
the combined construct.

Item Validation

Individual items from the index are found in a variety of existing surveys. The National Health
Interview Survey (NHIS) has estimated the percent who have delayed care or skipped treatment due to cost
at 10.9% and 8.0%, respectively. These items have remained relatively stable from year to year, peaking in
2003 at 11.3% and 9.0%, respectively. In our survey, the rates are higher at 21% and 20%, respectively. The
increase is likely due to the household phrasing of the question, which asks if the respondent or anyone in
the family has delayed care. Shown in Table 1 are the levels from the RWJF survey for items used in the
index compared with the Kaiser Health Tracking poll for March 2010 (the approximate midpoint of the
survey). The Kaiser poll tends to run about 10 points higher for each of the items. A context effect is
suspected because the Kaiser poll centers on problems and issues in health care whereas the Surveys of
Consumers is more positively oriented around confidence.

Table 1. Item Validation

RWIJF Kaiser

# Item (24-month average) (March, 2011)
1 Delayed seeing a doctor due to cost 21 30

2 Skipped treatment due to cost 20 28

3 Skipped prescription due to cost 19 26

4 Difficulty paying medical bills 23 30

5 Worried about losing coverage 25 48

6 Worried cannot afford serious care 49 57*
7 Worried cannot afford routine care 44 57*
8 Worried cannot afford drugs 42 52

9 Worried about bankruptcy from medical bills 27 NA

* “Not being able to afford the health care services you think you need*
NA = Not available.

Index Construction

Similar to the economic index in the Surveys of Consumer Sentiment, the health index is composed of
recent and future subindices. To calculate the indices for each person, each of the nine items in the index is
given a score of 0 if negative, 1 if neutral, and 2 if positive.

The Recent Health Cost Barriers (RHCB) Index is constructed first by summing the item scores for each
person by month. Then, the base period is established by summing the total scores for the first two months
of the survey and dividing by the number of respondents in the period. The published index is calculated by
dividing the monthly score by the base period score. The scores and respondent counts are weighted.
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Similar to the RCHB Index, the Future Health Cost Concerns (FHCC) Index is constructed first by
summing the item scores for each person by month. However, because item 5 is only for the insured, the
weights for the other four items are increased proportionately. The base period is established by summing
the total scores for the first two months of the survey and dividing by the number of respondents in the
period. The index for each person is calculated by dividing the monthly score by the base period score. The
RWIJF Index is simply the average of the two subindices. Alternatively, it can be calculated independently
using all nine items.

Index Validation

The results of the factor analysis suggest the index is capturing the concepts of recent experiences and
expectations underlying the various items in the survey. Another way to look at the performance of the RWJF
index is to compare it with other indices measuring similar concepts. The Consumer Healthcare Sentiment
Index (CHS; Pickens, 2011) is calculated from the items asked of 3,000 households per month using a
methodology nearly identical to the one developed for the RWJF Index. An early version of the index began in
March 2009, and a revamped version established its baseline in November and December 2009. Month-to-
month movements in the index are very similar to the CHS Index. A de-meaned regression model of the two
indices gives an adjusted R-square of over 52%, suggesting that although the RWJF Index moves up and down
from month to month, the movement is more likely related to actual oscillations in perceptions than random
noise. Additional tests of validation should be undertaken as more data become available.

ANALYSIS METHODOLOGY

Demographic Patterns

The demographic patterns in the data were assessed by calculating the mean index values for each
subpopulation and testing their difference from the overall total. The percentage difference is discussed to
provide a relative measure of the disparity. Data for the analysis is drawn from the survey sample between
April 2009 through the end of April 2010. This provides for 6,633 total observations.

Support for Reform

As described in the introduction, research about the relationship between public perceptions and policy
suggests that individuals who are less confident in their access to care have more to gain by policies
expanding coverage. To test this hypothesis, we looked at a another question on the survey that asks “How
important is it that President Obama include health care reform as part of his approach to addressing the
economic crisis of the United States?” This question is a bit problematic because it combines the concepts of
support for reform with how to approach the economic crisis; however, the responses are thought to be
driven by an individual’s support for reform. The percentage of those who answered “very important” or
“somewhat important” were categorized by their overall index score. The differences in the percentages
were tested using t-tests of proportions. Additionally, we report the percentage who thought reform would
make their own finances and access better as well as the percentage who thought it would make the
country’s finances and access better. The question was fielded continuously between April 2009 and March
2010.
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RESULTS

Demographic Patterns

As Table 2 indicates, those age 65 or older had a higher level of confidence than each of the other age
groups (18-34, 3549, 50-64). Given the high rate of insurance, this is not unexpected. However, it is
somewhat surprising given that their health status was the lowest on average and lower health status is
associated with lower levels of confidence. Those in the 50-64 age group were significantly more confident
than the 18-34 year old age group for the recent index, but the reverse was true for the future index. Lower
overall confidence was found among minority racial/ethnic groups (17% lower for Hispanics and 8% lower
for Blacks), among the lowest third of income (16% lower), among lower education levels (9% lower for high
school or less), among females (4% lower), among those with lower health status (23% lower for fair/poor),
and among the insured (41% lower).

Table 2. Respondent Demographics

CHARACTERISTIC Population (%) Recent Mean Future Mean Overall Mean N
OVERALL 100.0 101.4 97.3 99.4 6,633
Age
18-34 16.3 93.6 100.7 97.2 765
35-49 27.9 96.3 96.7 96.5 1,684
50-64 30.3 98.5 90.4 94.4 2,203
65+ 25.5 115.5 104.0 109.7 1,981
Race
White non-Hispanic 81.7 103.1 100.4 101.7 5,414
Black non-Hispanic 8.5 92.8 90.7 91.8 539
Hispanic 6.5 93.4 72.3 82.8 355
Other 3.4 100.8 86.5 93.6 196
Income
Bottom third 31.9 89.4 76.5 82.9 1,791
Middle third 34.0 99.0 95.5 97.3 2,151
Top third 34.2 113.5 118.1 115.8 2,181
Education
HS or less 33.0 97.8 83.0 90.4 2,076
Some college 23.2 96.3 93.8 95.0 1,504
College degree 25.8 104.9 107.3 106.1 1,724
Grad studies 18.0 109.3 113.8 111.6 1,315
Sex
Male 44.4 104.8 103.7 104.3 2,846
Female 55.6 98.7 92.2 95.4 3,787
Health Status
Excellent 18.3 115.1 120.2 117.7 1,233
Very good 30.8 109.1 109.5 109.3 2,040
Good 28.8 99.3 90.3 94.8 1,930
Fair/Poor 22.1 82.7 70.8 76.7 1,411
Insurance Status
Insured 89.7 105.5 102.7 104.1 6,065
Private insurance 77.0 107.2 105.6 106.4 5,262
Public insurance 40.1 107.2 98.2 102.7 2,578
Uninsured 10.3 65.8 50.9 58.3 554
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Support for Reform

Overall, the support for reform was at 80% during the sample period. As shown in the Table 3, the
percentage supporting reform was higher for those with a low overall index score. These results suggest that
the policies in the reform were targeted at those lacking access. Similarly, a higher percentage of people with
lower confidence responded that it was likely to improve their own finances and access. When asked about
how the reform would affect the country’s finances and access, the results did not display a similar trend.
This suggests that the trend is not just a function of having low confidence in the future.

Table 3. Importance of Health Reform

Impact on Self Impact on Country

FHCCI index Reform Important Access Better Finance Better Access Better Finance Better
0 92% 28% 26% 40% 33%
1-32 84% 17% 16% 31% 26%
33-75 83% 16% 14% 34% 26%
76-125 81% 18% 16% 38% 33%
126-157 75% 10% 6% 39% 32%
158 76% 8% 7% 39% 33%
TOTAL 80% 14% 13% 38% 31%

DISCUSSION

PPACA presents many changes to the health care system that may affect health confidence in many
ways. Given the difficulty of knowing what issues may arise once health reform is implemented, a broad
measure of the system, rather than individual features that may be irrelevant after reform, may be desirable.
The RW]JF indices provide a valuable opportunity to evaluate a broad-based measure of the effects of health
reform. The index itself, however, primarily covers items related to access and cost. Therefore, changes in
the system that do not pertain to these will be missed. Concerns about choice of plans and potential
interference in the doctor-patient decision are examples of topics that may be affected by reform but may
not show up in the items of the index. The index is scheduled for suspension in April of 2011. Nonetheless,
with two years of consistent monitoring, it is well poised to be re-instituted once implementation of PPACA
is further along. Also, due to the similarity with the Thomson Reuters Healthcare Sentiment Index, it may be
possible to use the results from that index as a proxy for months missing in the RWJF Index.
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APPENDIX. ITEM WORDING

J1: In the past 12 months, was there any time when you (or someone in your family living there) delayed
seeing a doctor when it was necessary because of the cost? (Yes/No/Don’t know)

J2: In the past 12 months, was there any time when you (or someone in your family living there) skipped a
recommended medical test, treatment, or follow-up because of the cost? (Yes/No/Don’t know)

J3: In the past 12 months, was there any time when you (or someone in your family living there) did not fill
a prescription because of the cost? (Yes/No/Don’t know)

J4: In the past 12 months, did you (and your family living there) ever have difficulty paying for your
medical bills? (Yes/No/Don’t know)

J5: [If insured] At this time, how worried are you that you will lose your health insurance coverage in the
next 12 months? Are you very worried, somewhat worried, not too worried, or not worried at all?

J6: Thinking about the future, how worried are you that you will not be able to afford treatment if you (or
someone in your family living there) become(s) seriously ill? (Are you very worried, somewhat worried,
not too worried, or not worried at all?)

J7: Thinking about the future, how worried are you that you will not be able to afford all of the routine
health care services you (and your family living there) might need? (Are you very worried, somewhat
worried, not too worried, or not worried at all?)

J8: Thinking about the future, how worried are you that you will not be able to afford all of the prescription
drugs you (and your family living there) might need? (Are you very worried, somewhat worried, not
too worried, or not worried at all?)

J9: Thinking about the future, how worried are you that you will go bankrupt from not being able to pay
your (family’s) medical bills? (Are you very worried, somewhat worried, not too worried, or not
worried at all?)
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SESSION 2 DISCUSSION

Joel W. Cohen (Division of Social and Economic Research,
Center for Financing, Access and Cost Trends, Agency for Healthcare Research and Quality)

The papers in this session cover many of the critical issues health care reform is designed to address. The
main goal of the recent Affordable Care Act (ACA) is to provide insurance coverage to many more Americans,
and the mechanism is expansion of both public and private insurance. In addition, with health care costs
accounting for more than 18% of the Gross Domestic Product and continuing to rise faster than other sectors of
the economy, the issue of how to encourage the most efficient provision of care and contain costs without
harming quality of care are vitally important. Finally, as we have seen in the debate of the health care reform
bill, public perceptions of the health care system and potential changes to it can shape the political landscape
in the country, which in turn has substantial impacts on whether and how policies are implemented.

Survey data have a vital role in informing policy makers and the public about the parameters of the
current system and what the effects of specific changes to that system would be. For example, in addition to
basic descriptive and behavioral analyses, survey data are at the core of every major microsimulation model
used by policymakers to evaluate proposals for change. Survey data also have a number of advantages over
administrative data in monitoring and analyzing the U.S. health care system. While administrative data are
designed for specific purposes and can be used effectively in some types of analyses, they typically are
drawn from selected populations, are not flexible with respect to tailoring or changing the information
collected, and tend to be very difficult to access. In contrast, surveys provide generalizable data, can be
tailored to specific purposes, and typically are widely disseminated.

As background for my comments, I would like to start with a few personal principles I have found
helpful in guiding my work on survey design and data analysis over the last two decades. I think they are
relevant to the papers in this session and are useful to keep in mind when engaged in collecting and
analyzing survey data, particularly in terms of maintaining realistic expectations as to what can be done in
surveys. These principles are as follows:

Nothing is simple in the U.S. health care system,
Insurance coverage is harder to measure than you think,

Obtain estimates of ostensibly the same thing from two different sources, and you’ll get two
different estimates, and

4. Respondents don’t know what they don’t know.

For the most part, these points are self-evident, but my experience has been that it is easy to forget them
when engaged in the pursuit of some important policy-relevant piece of information. For example, an
analyst might want to do a survey to find the answer to what seems to be a fairly simple question—say, how
many people are uninsured. Points one and two are relevant here. First, although it may seem on the surface
relatively straightforward to tell whether someone is insured, in the U.S. system there are a number of gray
areas. For example, if an individual is eligible for care for a service-connected illness through the
Department of Veterans Affairs or for care at an Indian Health Service facility, is that the same as having
private insurance or Medicare, which provide broad coverage of illnesses and sites of care? How exactly is
insurance coverage defined, and how do you operationalize that definition in a household survey? Second,
distinguishing between different types of insurance, which is critical for policy purposes, can be very
difficult in a survey. For example, research has shown that many Medicaid beneficiaries think they are
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covered by nongroup private insurance, even though the alleged private insurance is really Medicaid
coverage purchased through a private insurer by the state. Given that, how does one distinguish between
private and public coverage in a household survey? Insurance coverage is a good example of point three as
well. Different national surveys produce very different estimates of the number of uninsured people in the
U.S. Some of this is due to differences in samples, reference periods, and scope, but the differences exist
even for surveys in which the populations covered and definitions of coverage and insurance are ostensibly
comparable.

Finally, the 4% point refers both to the fact that respondents often just can’t answer a question
accurately —for example, how much did your employer pay for your health insurance? —and to situations in
which they think they are answering correctly but are unaware they are not. For example, in reporting how
much was paid in total for their doctor visits, respondents often will subtract their out-of-pocket payments
from the total charge appearing on a bill and tell you that insurance paid the rest, not aware that the insurer
has negotiated a discounted fee with the provider. Government subsidies for insurance are particularly
likely to be susceptible to this lack of awareness problem, which brings us to the specific papers presented in
this session.

SELF-REPORTS OF PREMIUM ASSISTANCE (RUCINSKI)

This paper uses random samples from phone lists and administrative records to address the extent to
which household respondents can report subsidies. The author finds that with a phone-based sample,
government subsidies are less likely to be reported than private subsidies, and that even when using
samples selected from lists of beneficiaries of government programs, less than half of respondents report
receiving subsidies for their insurance coverage. The findings based on the beneficiary sample are
particularly instructive, since selecting a sample from administrative records of who is signed up provides a
“gold standard” for determining whether someone is covered. Unfortunately, no national gold standard for
determining who receives public and private subsidies currently exists.

The findings from this study confirm that household respondents are not very good at reporting this
kind of information. It is very difficult to get accurate information about insurance coverage from simple
survey questions. Public coverage often gets mistaken for private coverage, because respondents think they
are covered by, for example, Kaiser’s private plan, but it is really Kaiser's Medicaid plan. Subsidies are
particularly difficult to determine from household respondents because there are often transactions
occurring behind the scenes about which respondents are not aware. In addition, it is very difficult to sort
out Medicaid from Children’s Health Insurance Plan (CHIP) coverage, since eligibility can depend entirely
on an income cut-off, although the premium subsidy structures of the two programs are very different.

These issues are very likely to present a problem for monitoring changes produced by the ACA because
employer and government subsidies implemented under the act can be very complicated. Interactions
between employers, health insurance exchanges, and Medicaid/CHIP are likely to make determining the
sources and amounts of subsidies extremely difficult for household survey respondents. The Health and
Retirement Survey (HRS) approach has promise in at least determining how much of this information about
which a respondent may be aware, but that will not necessarily lead to accurate responses about the
amounts of subsidies. The additional questions needed to determine levels of awareness also could be
prohibitive in terms of respondent burden.
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IMPROVING THE AMERICAN COMMUNITY SURVEY (KENNEY & LYNCH)

This presentation examines the validity of insurance coverage estimates from the American Community
Survey (ACS). The findings indicate that ACS insurance estimates are consistent with those from other
national surveys for most types of coverage. The ACS does appear to have high estimates of the number of
people with nongroup coverage and also has low estimates of the number of persons covered under
Medicaid and CHIP. The authors propose some adjustments to the original nongroup and Medicaid/CHIP
numbers based on logical edits that appear to improve those estimates, although even after the edits, the
nongroup estimates still appear to be high and the Medicaid/CHIP estimates still somewhat low compared
with administrative totals.

There are a number of features of the ACS that make it very useful for monitoring the effects of health
reform. It is a very large survey, has very high response rates, and supports small area estimates; further, in
general, the ACS-based estimates of insurance coverage look reasonable relative to other sources. Thus, the
ACS is an excellent addition to the available data infrastructure on insurance coverage, even though it does
risk adding to the concern about why estimates differ across surveys.

A main focus of this analysis is public coverage. Public coverage is an important issue in using survey
data to evaluate the effects of reform because, as noted previously, reporting tends to be poor for Medicaid
and CHIP beneficiaries. Comparisons between survey and administrative data consistently show that
Medicaid coverage tends to be substantially underreported in surveys. Because the ACA addresses a large
portion of the uninsured problem by expanding public coverage, accurate estimates of both public coverage
and the uninsured are critical to evaluating the impact of reform. Adjustment strategies can help, but in
using them, analysts have to be careful not to make asymmetric adjustments that introduce bias into the
data. For example, adjustments such as switching some uninsured to public coverage but no publicly
insured to uninsured can bias estimates and behavioral analyses. Also, changes in editing procedures can
make trend analyses difficult, as it may be difficult to later disentangle a shift in the trend resulting from a
change in policy from a shift due to a new edit. Of course, this is a problem faced by all ongoing surveys.

COMPARING COUNTS OF ED VISITS (RHOADES, COHEN, MACHLIN, & ROEMER)

This analysis compares counts of emergency department visits from the MEPS household survey with
similar data from the MEPS provider survey to determine the extent and reasons for differences in total
visits counts between MEPS and other sources of emergency department (ED) visit data. Historically, MEPS
ED visit totals have been consistently lower than those produced by other surveys, although totals for
overall ambulatory visits, including office-based and outpatient-based care, are very similar. MEPS,
however, tends to show more office-based visits and fewer ED visits than the National Center for Health
Statistics (NCHS) provider surveys, the National Ambulatory Medical Care Survey (NAMCS), and the
National Hospital Ambulatory Medical Care Survey (NHAMCS), and those differences have been consistent
over time. The reasons for the differences are not clear. Potential explanations include underreporting by
household respondents, misclassification of sites of care by household respondents, and differences in the
definition of what constitutes an ED visit from the household and provider perspectives.

This paper attempts to shed light on this issue by comparing household-derived reports of ED
utilization with provider derived reports for all sampled persons in the2008 MEPS who had any hospital use
reported in the household survey. The findings indicate that among those in the household survey for
whom the respondent reported any ED visits, there was underreporting in the tail of the distribution—that
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is, for individuals with a large number of visits during the year, only some of them were reported; there was
also underreporting of any use. However, even accounting for both of these sources of underreporting, a
gap between MEPS and other surveys in total ED visit counts remained. Thus, there is still an unexplained
component, something besides underreporting, to the difference in estimates from MEPS compared with
other surveys.

This analysis illustrates another good use of administrative data. Because the MEPS collects provider
data for hospital events, as well as household reports, the household reported data on utilization can be
compared with matched provider data. Using these comparisons, the authors were able to explain at least
part of the difference in ED visits counts and, unsurprisingly, that part is a function of underreporting by
household survey respondents. The remaining gap is more puzzling, however, and much harder to
examine. This also points out some of the limitations of administrative data. The available matched data in
the MEPS represents a selected sample, i.e., persons who reported hospital events in the household survey.
That means the authors could not look at persons who did not report anything in the household survey but
actually did have one or more ED visits. It is not clear how one could use administrative data to examine
this issue. Also, the question of the extent of misclassification remains. Are household respondents reporting
visits the hospital classifies as ED visits as either outpatient or office-based care? Further research is needed
to sort this out. Finally, it would be helpful to extend the study to examine the effects of underreporting on
behavioral analyses, as was done in the previous presentation on MEPS prescribed medication data.

ACCURACY OF MEPS PMED DATA (ZODET, HILL, & ZUVEKAS)

This paper looks at the accuracy of Medical Expenditure Panel Survey (MEPS) use and expenditure
estimates for prescribed medications (PMEDS). The authors compare the MEPS estimates with Medicare Part
D claims data for a matched sample of Medicare beneficiaries. They pay very careful attention to making the
data as comparable as possible across the two data sources and generally find that MEPS estimates are
consistent with use and expenses data derived directly from Medicare claims. They also find that what
differences do exist do not have a substantial impact on behavioral analyses of PMED use and spending.

The paper demonstrates a very good use of matched survey and administrative data, which generally
provides the best “gold standard” for evaluating the accuracy of surveys. Given the difficulty of pulling
claims for particular survey respondents and ensuring the comparability of the types of claims examined,
this paper does a good job of comparing survey estimates with actual claims. However, the small sample
size and selected population are limitations of the analysis, as noted by the authors. There remains a
question about whether the findings for this population are applicable to the privately insured. It would be
useful to do the same analysis with private claims, but a comparable data set for use in conducting that
analysis is not available. Nonetheless, the finding that any measurement errors in MEPS are unlikely to
affect behavioral analyses for the Medicare Part D population does suggest that MEPS prescribed
medication data are likely to be a good source for evaluating the effects of health care reform on PMED use
and expenditures for other populations as well.

HEALTH CARE CONSUMER SENTIMENT INDEX (GRAVEN)

This paper describes the development of an index to track individuals” current perceptions and
expectations for the future of the U.S. health care system to gauge how perceptions of that system change
over time. The index was based on nine items from existing surveys that measured people’s recent
experiences with the affordability of care and their degree of concern with the cost of care in the future, and
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produced separate index scores for recent problems, concern about the future, and a composite score. The
authors then examined these scores in the context of the recent debate over health care reform legislation.
They found a relationship between individual circumstances and people’s opinion on reform, with a low
score on the overall index—indicating more problems and concerns with the affordability of care —
associated with greater support for reform of the system.

This paper represents a good use of existing survey questions to develop an index of individuals’
perceptions of the health care system. There are a few areas of the analysis that could use some additional
explanation, however. First, I had some questions about item validation. The table comparing the results
from this index and the Kaiser Health Tracking poll for the same items in some cases showed substantial
differences. In part this appeared to be a function of the questions being slightly different, but if small
wording changes can produce large differences in results, what are the implications for the utility of the
index? Another aspect of the study that could use some additional explanation is the multivariate analysis.
It was not clear whether any additional variables, aside from the indices, were used in the analysis to control
for other factors that might affect people’s perceptions of health care in the U.S. It would be helpful to spell
this out more clearly, as well as clearly stating the specific regression equation estimated.

The model specification issue leads us as well to what is perhaps the most important area of concern
with the paper, which is the issue of attribution. Association does not necessarily imply causation. While the
paper shows that changes in the index were associated with various health reform related events, I am a bit
skeptical that the general public was following those events closely enough to be influenced by them. Did
the events identified really affect people’s perceptions, or were they both shaped by something else? It
might be helpful to include some measure of individuals” knowledge of these types of events to shed some
light on this question. I would be more convinced of a causal impact if there was a measurable effect
associated with the knowledge, and even more so if the effect was greater for those who were more closely
following the health care debate.

I also wondered about the level of support for reform estimated in the paper. My understanding of
public opinion polls is that support has been fairly stable at about 50/50. What accounts for the high support
level found in this survey? Finally, it would be helpful to give some examples of how the index might be
used in informing health care policy. For example, if the future index could be used to predict public
support for various proposals to change the current system, it would help inform policymakers about how
to prioritize those proposals and how difficult it will be to secure their adoption.

CONCLUSION

This set of papers provides a broad overview of the value of survey data in characterizing critical
aspects of the provision and perceptions of health care in the U.S., as well as some of the difficulties
involved in the collection and interpretation of data from health care related surveys. Because of their
demonstrated past and clear future value, survey data certainly will be vital in monitoring the impact of
health care reform and to continuing to inform consumers, policymakers, and providers about the current
and projected state of the U.S. health care system.
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SESSION 2 SUMMARY

Karen Bogen (Mathematica) and Patricia Gallagher (University of Massachusetts-Boston)

The floor discussion was largely an expansion of issues raised by the session discussant, notably that
nothing is simple in U.S. health care and respondents may not know what they don’t know. The complexity
of the measurement issues related to health care reform described below follow directly from the fact that
the system itself is complex and continually evolving. There is measurement infrastructure in place that will
allow answers to some of the research questions, but that system may not be agile enough to provide the
requisite data in the way and time that it's needed.

ISSUES & CONCEPTS GERMANE TO HEALTH CARE REFORM MEASUREMENT ARE
COMPLEX

Health care reform itself is complex, and there is a call for new measures before regulators, practitioners,
and patients are in a position to fully understand all facets of the legislation. For example, it’s critical to
measure health insurance coverage because one of the fundamental goals of health care reform is universal
coverage. Thus, we need to further develop and test measures to track movement towards or away from
that goal. The papers presented in this session identified underreporting of coverage, as noted in the
Rucinski paper, and the misreporting of coverage in the ACS, as reported in the Lynch and Kenney paper.
Another example of a critical but complex measure is health insurance exchanges, a concept that is just
emerging and whose presentation to the public is still unformed but may soon dictate the development of
relevant survey items. State variations in implementation and associated data needs also will influence item
creation and wording. Another key area for measurement is health care utilization. The Rhoades paper
demonstrated the underestimates in MEPS of emergency department use. Likewise, the Hill paper discusses
the underreporting of prescription drug use in the Medicare population.

Another issue that was raised in the floor discussion was approaches to improving data quality for
health care reform measures. For example, some states, such as Massachusetts, will be better suited for
testing questions on these topics because a number of the features of health care reform are being
implemented there first. The Kenney paper uses post-data-collection logic to edit some data, but there was
agreement that while data editing might be useful, developing better survey questions is the ultimate goal.

The increasing demand for high-quality data, not just at the federal level but for state and small area
estimates as well, resounded in the floor discussion. A key theme was whether survey data collection is
approaching an audit activity (a simple counting that would be better done with administrative data) and if
we are asking too much of respondents in terms of both interview length and level of detail requested.
Survey researchers cannot ask respondents to report information or details they simply do not know (and
may never have known), such as specifics about their insurance-covered health care expenses. There were
comments that some respondents learn to answer in a particular way to shorten their interview length by
avoiding the follow-up questions they have learned to anticipate. This is a long-known problem, and there
was a suggestion to consider random reinforcement to minimize training respondents that way.
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THE TOOLS FOR SUPPORTING THE MEASUREMENT OF THE IMPACT OF HEALTH CARE
REFORM HOLD PROMISE BUT ARE NOT YET IDEAL

The tools currently in place and being used for measurement of health care include the ACS, MEPS,
NHANES, and other federal data collection efforts. The ACS is large and more timely than the decennial
census but doesn’t provide estimates at state and local levels that will be required. Conference attendees
discussed the challenges of expanding these large surveys in a timely manner to address emerging issues in
health care reform. For example, the process of adding items to the ACS involves extensive discussion and
negotiation with the Census Bureau and could take a number of years. Pressure from data users may cause
the Census Bureau to respond more quickly to the data demands.

MEPS holds promise for collecting data about health care utilization and costs, but there are some
questions around data quality, as noted above. The benefits and shortcomings of other federal data
collection efforts also were discussed in other conference sessions.

The decidedly gray areas that exist in important health care concepts represent another major limitation
of current surveys. For example, the floor discussion included the description of a free-standing urgent care
center that looked very much like a doctor’s office but that billed as an emergency department because it
was affiliated with a nearby hospital. Would a respondent be able to correctly report that he/she was seen at
an ED, or would this be identified as an office visit? An approach to tackling other gray areas might be to
look at patient experiences and perceptions in the manner described in the Graven paper, where
respondents are asked to report both about recent experiences and future concerns. This approach bypasses
difficult health care reform concepts themselves and looks at recent experiences and distal outcomes that
can be tracked over time, such as delaying care due to costs.

Floor discussion emerged about how much we should rely on self-reports versus electronic health data.
Health industry consolidation is bringing together administrative data sources as well as giving researchers
the opportunity to collaborate and build relationships with industry and government, the owners of the
electronic health records and administrative data. Others pointed out that survey data provide a richer and
deeper source of information on sociobehavioral domains such as expenditures and demographics. There
was a call for combining survey and administrative data to optimize data quality (covered more extensively
in Session 4, Building the Data Sets of Tomorrow).

As in most discussions about the use of electronic health records, there were follow-up comments about
legal ramifications and confidentiality concerns. There is belief that such electronic data will become
increasingly available, from such sources as all-payer databases, clinical trials, and CMS. This increasing
access raises concerns about both legal issues of data linkage involving protected health information and
respondents” willingness to provide such information when their health insurance is employer-based.
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SESSION 3: Optimizing Health Survey Strategies

ORGANIZERS: Stephen Blumberg (National Center for Health Statistics), Brad Edwards (Westat),
and James Lepkowski (University of Michigan)
CHAIR: Stephen Blumberg
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The Use of Online Panels to Characterize the Management of
Rare Diseases: The Case of Primary Immune Deficiency Diseases
John M. Boyle (Abt SRBI Inc.)

There are many rare or uncommon diseases in the United States whose management and treatment are
largely unreported outside of clinical settings. The prevalence rates of these conditions are assumed to be
too low for their inclusion in even the largest health surveys. In the absence of population-based
assessments of these conditions, there are no reliable estimates of the characteristics of the affected
individuals, management and treatment of the disease, or health outcomes in the general population.

The population prevalence for one such condition —primary immune deficiency disease (PIDD)—was
established by a national random-digit-dialing (RDD) telephone survey of 10,000 households in 2005. This
survey also unexpectedly suggested that only a minority of PIDD patients were being treated with
immunoglobulin therapy, the standard of care for antibody disorders. However, the sample of patients in
this survey was too small to reliably characterize the rate of treatment for the condition.

The current study was undertaken to test the hypothesis that primary immune deficiency diseases are
currently undertreated in the general population. A national online panel was used as the most cost-efficient
method for obtaining a reasonably large community sample of a rare population. Although online panels
are not probability samples and exclude persons without Internet access, they offer large community-based
samples that could provide useful assessments of the treatment of rare diseases outside of clinical settings.
This paper examines the utility of this approach for one rare disease.

BACKGROUND

Primary immunodeficiency diseases (PIDD) represent more than 150 rare disorders that impair
immunological defenses resulting in increased susceptibility to infections (Yong, 2009). The majority of
patients have an antibody deficiency for which immunoglobulin therapy is the standard of care (Buckley,
2009). A patient organization —the Immune Deficiency Foundation (IDF) —has conducted surveys of PIDD
patients and families from its “member” database for two decades (Abt SRBI, Inc., 2009; Schulman, Ronca, &
Bucuvalas, Inc., 1999, 2003). These surveys have provided the most widely accepted population estimates of
the characteristics of patients with these conditions and the management of these diseases in the U.S.

In order to estimate the prevalence of diagnosed primary immune deficiency diseases in the U.S., IDF
undertook a national RDD household survey in 2005. This survey of 10,000 households, including nearly
30,000 individuals in those households, was large enough to establish a precise estimate of the prevalence of
PIDDs in the population (Boyle, 2009). The prevalence survey also unexpectedly found that only 22% of
PIDD patients were currently being treated with intravenous immunoglobulin (IVIG), compared to 67% in a
2002 survey of 1,526 PIDD patients from the IDF database. However, the number of PIDD cases in the
prevalence survey was too small to reliably characterize the rate of treatment.

The primary objective of the 2010 online survey was to characterize the treatment of PIDD patients,
particularly those with antibody deficiencies, based on a reasonably large, community based sample of
patients. A minimum sample size of at least 100 PIDD patients with antibody disorders was sought to
reliably characterize the current use of immunoglobulin therapy.
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STUDY DESIGN: INTERNET SURVEY OF NATIONAL ONLINE PANEL

Since the prevalence survey yielded only 23 eligible patients out of 10,000 households, about 43,000
households would have to be screened to obtain 100 cases with PIDD patients. Approximately 60,000
households would need to be screened for 100 PIDD cases with antibody deficiency disorders. The cost to
conduct a national probability sample of even 100 cases for such an uncommon condition would exceed the
resources of most interested parties. Hence, a design alternative was needed to provide community-based
estimates of treatment of patients with primary immune deficiency diseases.

Currently, the most cost-efficient method for obtaining a nationally distributed sample of a rare
population is to conduct Internet-based screening of a general population online panel. Although online
panels are not probability samples (although a few online panels are initially recruited from probability
samples) and they exclude approximately one quarter of U.S. adults who do not use the Internet at home or
other locations, they are designed to provide large samples whose demographic characteristics are
representative of the population (AAPOR, 2010). Hence, an online panel provides a cost-efficient approach
to exploring the characteristics of a low incidence subset of the general population.

SURVEY METHODS

A large national online general population panel with approximately 1,000,000 current members was
selected to test the approach. A generic invitation to participate in a new Internet survey was sent to panel
members as they became available for new surveys (e.g., completed or screened out of another survey).
Those panel members willing to participate in a new survey were sent to a site where they were shown
broad screening questions for available surveys. Based on their answers, panelists were designated as
potentially eligible for these surveys. If the panelist was eligible for multiple available surveys, the low-
incidence survey, like primary immune deficiency diseases, was given priority.

Panelists who qualified for the PIDD survey on the broad screening question were offered an invitation
to click on a hyperlink that took them to a secure server maintained by IDF’s survey contactor. The
respondent was issued a personal identification number (PIN) as part of the hyperlink so that they could
access their own questionnaire repeatedly until they completed the interview. If the selected panelist
accessed the PIDD survey on the IDF contractor’s server, the respondent saw a series of screening questions
that were used to determine whether the respondent or another household or family member had been
diagnosed with a primary immune deficiency disease. All patients with eligible PIDD diagnoses were
queried about their condition, treatment, and health outcomes.

The online panelists were offered a small incentive (entry into a lottery for a small prize) to participate in
any survey hosted by the Internet panel organization. This is a panel maintenance function rather than an
inducement to participate in a particular survey. No additional incentive was offered for the PIDD treatment
survey to minimize incentives for noneligible respondents to participate.

In addition to the requirement that someone in the household (or immediate family living outside of the
household) had been diagnosed with one of 18 specific primary immune deficiency diseases, potential
participants were deemed unqualified if (1) they reported more than five persons with PIDD in the
household or in the immediate family outside of the household, (2) they reported three or more different
PIDD diagnoses for individual, (3) they reported either of two rare non-PIDD diagnoses that were placed at
the beginning of the PIDD diagnosis list, or (4) they reported combinations of diagnoses that were
improbable. Further, the length of interviews was reviewed to determine if any were too short to be
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legitimate (i.e., speedsters); the pattern of responses also was checked for invariant responses (i.e., straight
lining); and only a limited number of “not sure” and “no answer” responses were acceptable. These steps
were designed to eliminate potentially fraudulent respondents from the survey.

SURVEY OUTCOMES

The survey was conducted from March 8-31, 2010. A total of 859,379 unique panelists from a Census-
balanced national online panel were sent generic invitations to participate in a new survey opportunity. A
total of 114,934 panelists (13%) went to a “requirements” page and completed a broad PIDD screening
question. Three percent of those who completed the screening question on the requirements page (3,487
panelists) reported a primary immune deficiency disease in the household or immediate family (Table 1).

Table 1. Outcomes of Online Panel Survey

ACTION n % of Previous Action % of Total
Sent e-mail invitations to survey 859,379 100.000%
Went to screening page 114,934 13.40% 13.400%
Qualified on screening page 3,487 3.00% 0.040%
Went to main questionnaire 1,702 48.80% 0.020%
Qualified on diagnosis 159 0.09% 0.002%

Table 2. Outcomes of Survey Screen (n = 1,702)

OUTCOME n % . . .
Good PIDD diagnosis 159 9.3% .Of the 3,487 onl.me par}ellsts w.ho reported a PIDD in
Bad PIDD diagnosis 382 2249  their household or immediate family, about half (49%)
No diagnosis given 130 7.6%  accepted the invitation to participate in the survey and
No PIDD in household or family 865 50.8%  went to the IDF survey Web site. These 1,702 qualifying
No answer to screening question 166 9.8%

respondents who went to the site then were asked: “Has

anyone currently living in your household ever been
diagnosed with a primary immune deficiency disease, such as...?” These respondents also were asked: “Has
anyone in your immediate family (parents, children or siblings) currently living outside of your household
ever been diagnosed with a primary immune deficiency disease, such as...?”

A total of 728 respondents from the online panel reported a person with a primary immune deficiency
disease living in their household or in their immediate family living outside of the household. The ages and
genders were obtained for each PIDD living in the household and any PIDDs living outside of the
household if there were no PIDDs in the household. For each PIDD patient, respondents were asked what
specific types of primary immune deficiency that person had been diagnosed as having. A precoded answer
list was presented on two screens that included 18 legitimate diagnoses of primary immune deficiency
diseases, 13 nonlegitimate diagnoses, and an “other” (specify) category. Most of the legitimate diagnoses
were presented on the first screen, along with a few nonlegitimate diagnoses.

Overall, among 1,702 persons who qualified on the requirement question and went to the survey
website, only 9% reported a legitimate PIDD diagnosis in the household or immediate family. Twice as
many (22%) claimed a PIDD in the household or immediate family but reported a nonqualifying diagnosis.
Another 8% reported a PIDD in the household or family but did not give any diagnosis. Half (51%) reported
no PIDD in the household or family. One in ten (10%) did not answer any of the qualifying questions after
going to the survey Web site (Table 2).
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Table 3. Non-PIDD Diagnoses (n = 247)

DIAGNOSIS n %

AIDS 9 1%
Autoimmune Hemolytic Anemia 5 2%
Auto-Immune Lymphoproliferative Syndrome 1 0%
Cancer/Leukemia 12 5%
Crohn’s or Inflammatory Bowel Disease 27 11%
Diabetes 23 9%
Fibromyalgia 49 20%
Hashimoto’s Disease 12 5%
ITP 9 1%
Lupus 44 18%
Multiple sclerosis 22 9%
Rheumatoid arthritis 44 18%
Other 107 43%

Table 4. PIDD Diagnoses (n = 160)

DIAGNOSIS n %

Agammaglobulinemia 7 4%
Ataxia Telegectesia 2 1%
Chronic Granulomatous Disease 5 3%
Combined Immunodeficiency 20 13%
Common Variable Immunodeficiency 42 26%
Complement 5 3%
DiGeorge Syndrome 1 1%
Hereditary Angiodema 1 1%
Hyper IgM 3 2%
1gG Subclass Deficiency 23 14%
Selective IgA Deficiency 21 13%
Severe Combined Immunodeficiency 10 6%
SCN 4 3%
Selective Antibody Disorder 8 5%
Wiskott Aldredge Disease 2 1%
X-linked P 1 1%
Mixed 5 3%
All Antibody Disorders 118 74%

Excluding two very uncommon conditions (alpha-one antitrypsin deficiency and alagile syndrome) that
were placed at the beginning of the first screen to identify fraudulent respondents, there were 247 patients
who were reported as exclusively non-PIDD diagnoses as primary immune deficiency diseases in the
household or family (Table 3). Most commonly, these conditions were fibromyalgia (20%), lupus (18%),
rheumatoid arthritis (18%), Crohn’s disease or irritable bowel syndrome (11%), multiple sclerosis (9%) and
diabetes (9%). Similarly, the most commonly reported non-PIDD diagnoses in the 2005 national telephone
prevalence survey were lupus, fibromyalgia, diabetes, rheumatoid arthritis, arthritis (not specified),
multiple sclerosis, and Crohn’s disease. Most of these non-PIDD conditions are auto-immune conditions, so
respondent confusion is understandable.

Among the 160 patients with PIDD from the Internet survey, the most common diagnosis was Common
Variable Immunodeficiency or CVID (26%, Table 4). The three next most common diagnoses were IgG
Subclass Deficiency (14%), Selective IgA Deficiency (13%) and Combined Immunodeficiency (13%). The
other diagnoses reported by more than two percent of cases were: Severe Combined Immunodeficiency or
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SCID (6%), Selective Antibody Deficiency (5%), Agammaglobulinemia (4%), Chronic Granulomatous
Disease or CGD (3%), Complement Deficiency (3%) and Severe Congenital Neutropenia or SCN (3%). The
PIDD diagnoses reported by the 23 patients in the 2005 prevalence survey were also CVID, Selective IgA
Deficiency, IgG Subclass Deficiency, SCID, Agammaglobulinemia and CGD.

Three out of four of the PIDD patients in the Internet survey (74%) reported an antibody deficiency
diagnosis for which immunoglobulin therapy is the recommended treatment (Table 4). This includes IgG
subclass deficiency where immunoglobulin therapy is more controversial. If IgG subclass deficiency is
excluded, at least 59% of the diagnoses of PIDDs in the online survey would be appropriate for
immunoglobulin therapy. These rates of antibody disorders among PIDD patients are similar to the 2005
telephone prevalence survey where 66% of the diagnoses were suitable for immunoglobulin therapy when
including IgG subclass deficiency, and 57% if IgG subclass deficiency is excluded.

Among the 159 respondents who reported qualified PIDD diagnoses in the household or family, only
147 completed the full interview. These respondents included patients (39%), parents (25%), spouses or
partners (10%), siblings (16%) or other relatives (8%) of PIDD patients. Only 2% were nonrelatives of the
patient and another 2% did not specify their relationship to the patient (Table 5). These 147 respondents
reported a total of 160 patients with legitimate PIDD diagnoses in the household or immediate family. The
geographic distribution of the PIDD patient population from the Web survey is almost identical with the
U.S. adult population distribution by Census division in 2009 (Table 6).

There were 144 respondents from the Web survey who reported one or more legitimate PIDD cases
living in their household. If the 144 households with a qualified PIDD diagnosis is divided by the full
114,934 panelists who completed the initial requirement question about primary immune deficiency disease,
it would yield a household rate of PIDD of 1 in 798 households. However, if those who reported a PIDD on
the requirements page but did not go to the IDF Internet survey had the same rate of eligibility as those who
did, then we would expect a total of 295 eligible respondents. This would mean a prevalence rate of 1 in 390
households. These two estimates of the household prevalence of PIDD from the 2010 online panel survey
bracket the estimate of 1 PIDD in 555 households from the 2005 telephone prevalence survey.

Table 5. Relationship to Patient

RELATIONSHIP %

Patient 39%
Parent 25%
Spouse or partner 10%
Brother or sister 16%
Other relative 8%
Other nonrelative 2%
No answer 2%

Table 6. Geographic Distribution of PIDD Patients & Total U.S. Population

REGION U.S. Adult Population 2009 Patients (n = 144)
New England 5% 6%
Mid Atlantic 14% 16%
East North Central 15% 16%
West North Central 7% 6%
South Atlantic 19% 17%
East South Central 6% 6%
West South Central 11% 8%
Mountain 7% 6%
Pacific 16% 17%
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In the 2005 telephone prevalence survey, respondents were asked whether the PIDD patient was
currently being treated with intraveneous immunoglobulin (IVIG), and, if not, whether they had ever been
treated with IVIG. Since the prevalence survey, the use of subcutaneous immunoglobulin (SCIG) has
become much more widespread for PIDD in the United States. In addition, intramuscular immunoglobulin
(IMIG) was the standard of treatment before the adoption of IVIG. Hence, in the 2010 Internet survey,
respondents were asked whether the PIDD patient had ever used IMIG, IVIG, or SCIG. For each form of
immunoglobulin treatment they reported the PIDD patient had ever used, they were asked whether the
patient was still using that treatment. Hence, the measurement of lifetime and current use of
immunoglobulin treatment was broader in the 2010 Internet survey than the prevalence survey, which
focused exclusively on what was then the most common form of treatment—IVIG.

Among the 23 patients with a PIDD diagnosis in the 2005 national telephone prevalence survey, only
44% reported they had ever been treated with IVIG for their condition. Among the 160 patients with PIDD
diagnoses in the online survey, 36% reported they had ever been treated with IVIG. However, an identical
44% of PIDD patients in the 2010 Internet survey reported they have ever been treated with IVIG or SCIG,
which is a more appropriate comparison because many PIDD patients have switched to SCIG from IVIG
since 2005. When also including intramuscular immunologlobulin, the lifetime use of any form of
immunoglobulin (IMIG, IVIG, or SCIG) is 58% in the Internet survey.

Even when including IVIG, SCIG, and IMIG, less than half (48%) of PIDD patients in the Internet survey
report current treatment with immunoglobulin therapy. The difference in estimates of current
immunoglobulin treatment between the 2005 telephone prevalence survey (22%) and the Internet survey
(48%) is large enough to be outside of the expected pooled error based on sample size (Table 7). However,
the Internet survey estimate is based on a broader definition of immunoglobulin therapy (i.e., IMIG, SCIG,
and IVIG) compared to the 2005 telephone survey. And, the larger estimate of current immunoglobulin use
in the 2010 Internet survey (48%) is still well below the estimates of current IVIG use (67% in 2002 and 74%
in 2007) in two large surveys of PIDD patients conducted by IDF from its database. Even more importantly,
only half of patients with specific PIDD diagnoses for which immunoglobulin is the recommended
treatment (51%) reported currently being treated with any form of immunoglobulin in the 2010 Internet
survey (Table 7).

Table 7 also shows that the relatively low level of current immunoglobulin therapy among patients from
the online panel is paralleled by their attitudes toward immunoglobulin treatment. Only 22% of patients in
the online survey felt that immunoglobulin therapy was very effective (Table 7). Only 24% of patients felt
that immunoglobulin therapy was very safe. And little more than half of these patients felt that their
primary doctor strongly (29%) or somewhat (27%) favored treating them with immunoglobulin. The patient
attitudes about immunoglobulin treatment are similar to those found among primary care doctors in the
IDF surveys of pediatricians and family practitioners.
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Table 7. Immunoglobulin Treatment

%

Current Treatment with Immunoglobulin, by All Patients

IVIG 2002 IDF Patient Survey (n = 1,526) 67%
IVIG 2005 RDD Telephone Survey (n = 23) 22%
IVIG 2010 Web Survey (n = 160) 29%
IVIG & SCIG 2010 Web Survey (n = 160) 35%
IVIG, SCIG & IMIG 2010 Web Survey (n = 160) 48%

IVIG & SCIG 2007 IDF Patient Survey (n = 1,351) 74%

Current Treatment with Immunoglobulin by Antibody Deficient Patients

IVIG, SCIG & IMIG 2010 Web Survey (n = 119) 51%

Very effective 22%
Somewhat effective 44%
Not too effective 9%
Not sure 25%
Very safe 24%
Somewhat safe 41%
Not too safe 10%
Not safe at all 1%
Not sure 25%
Strongly favors 29%
Somewhat favors 27%
Neither favors nor opposes 16%
Somewhat opposes 5%
Strongly opposes 1%
Not sure 22%
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Table 8. Respondent Health Issues: 2010 Web Survey vs. 2002 IDF Survey

2010 WEB 2002 IDF
n % %

Acute Conditions in Last month

Bronchitis 53 36% 45%
Candida 20 14% 17%
Diarrhea (repeated) 54 37% 34%
Ear infections (repeated) 35 24% 25%
Eye infections 16 11% 16%
Lymphopenia 8 5% 3%
Malabsorption 9 6% 8%
Neutropenia 5 3% 3%
Pneumonia 29 20% 17%
Sepsis 7 5% 2%
Urinary infections 37 25% 17%
Current Health Status (n=147)
Excellent 10 7% 8%
Very good 11 7% 21%
Good 48 33% 30%
Fair 55 37% 28%
Poor 17 12% 10%
Very poor 6 4% 2%
No answer — — 1%
Activity Limitation
No limitation 25 17% 20%
Slight limitation 48 33% 29%
Moderate limitation 50 34% 25%
Severe limitation 24 16% 14%
No answer — — 2%
Yes 57 39% 30%
No 87 59% 69%
Not sure 3 2% 1%

The prevalence of specific acute health conditions in the past 12 months was remarkably consistent
between the 2002 IDF member survey and the 2010 online panel for bronchitis (45%-36%), Candida (17%-
14%), repeated diarrhea (34%-37%), repeated ear infections (25%-24%), eye infections (16%-11%),
lymphopenia (3%-5%), malabsorbtion (8%-6%), neutropenia (3%-3%), pneumonia (17%-20%), and sepsis
(2%-5%, Table 8). Although the populations from the member surveys and online panel look similar in
terms of specific conditions, their current health outcomes look different. Only 15% of patients from the
