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The resurgence of severe invasive group A strepto-
coccal infections in the 1980s is a typical example of the 
reemergence of an infectious disease. We found that this 
resurgence is a consequence of the diversifi cation of partic-
ular strains of the bacteria. Among these strains is a highly 
virulent subclone of serotype M1T1 that has exhibited un-
usual epidemiologic features and virulence, unlike all other 
streptococcal strains. This clonal strain, commonly isolat-
ed from both noninvasive and invasive infection cases, is 
most frequently associated with severe invasive diseases. 
Because of its unusual prevalence, global spread, and in-
creased virulence, we investigated the unique features that 
likely confer its unusual properties. In doing so, we found 
that the increased virulence of this clonal strain can be at-
tributed to its diversifi cation through phage mobilization and 
its ability to sense and adapt to different host environments; 
accordingly, the fi ttest members of this diverse bacterial 
community are selected to survive and invade host tissue.

Group A streptococci (GAS or Streptococcus pyogenes) 
are strictly human pathogens that normally colonize 

the throat or skin without causing disease. Members of this 
species are differentiated into >100 types on the basis of 
immunogenic differences in their surface M proteins and 
polymorphisms in the emm gene (1). The range of GAS 
diseases is broad and includes both localized and systemic 
infections that can cause acute or chronic illnesses (Table 
1 in online Technical Appendix, available from www.cdc.
gov/EID/content/14/10/1511-Techapp.pdf). In most cases, 
these bacteria cause pharyngitis (sore throat), tonsillitis, 

or skin infections such as impetigo/pyoderma. At times, 
however, the bacteria gain access to normally sterile sites 
and cause invasive disease. Depending on complex host–
pathogen interactions, invasive GAS infections can cause 
either severe shock and multiple organ failure or nonsevere 
systemic disease, e.g., mild bacteremia and cellulitis (2,3). 
Likewise, invasive infections of soft tissues can be severe, 
e.g., necrotizing fasciitis (NF), or nonsevere, e.g., cellulitis 
or erysipelas (4). Whereas host genetic susceptibility plays 
a key role in modulating disease manifestation, variations 
in bacterial virulence properties contribute to infection 
severity.

Despite reports that particular serotypes or emm types 
are more commonly associated than others with particu-
lar disease manifestations, serotypic designation does not 
always refl ect the pathogenic potential of a given strain. 
As we discuss below, serotype diversifi cation can convert 
relatively avirulent serotypes to highly virulent ones. Dis-
section of molecular and genetic events leading to such 
diversifi cation provides insight into how the changes in 
pathogenesis and host–pathogen interactions can lead to 
the resurgence of a severe infectious disease.

Resurgence of Severe Invasive 
Streptococcal Diseases and Emergence 
of Highly Virulent GAS Strains

In the 19th century, GAS infections were associated 
with severe and frequent epidemics of invasive and often 
fatal illnesses, including a pandemic of scarlet fever in the 
United States and Great Britain (5). Invasive GAS infec-
tions with severe manifestations continued through the 
1920s (5). The severity of these illnesses then declined no-
tably until the early 1980s, when a statistically signifi cant 
simultaneous recrudescence of the severe and fatal forms of 
invasive GAS infections occurred in different parts of the 
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industrialized world (6,7). Accordingly, in 1993 a working 
group developed the case defi nition for streptococcal tox-
ic-shock syndrome (STSS) as hypotension accompanied 
by multiple organ failure, indicated by 2 of the following 
signs: renal impairment, coagulopathy, liver involvement, 
adult respiratory distress syndrome, a generalized rash, and 
soft tissue necrosis (8). A modifi ed defi nition of STSS was 
later adopted to focus on the host immune-mediated severe 
systemic disease associated with invasive infections, mani-
fested by hypotension and multiple organ failure, exclud-
ing skin rash, soft-tissue necrosis, and gangrene (2). Simi-
larly, NF was defi ned by the histopathologic identifi cation 
of necrosis of superfi cial fascia and a polymorphonuclear 
infi ltrate and edema of the reticular dermis, subcutaneous 
fat, and superfi cial fascia (9,10). The speed and rigor by 
which invasive GAS infections spread in the host, some-
times causing severe damage to the fascia and muscles, 
prompted its designation as the “fl esh-eating disease.”

Epidemiologic studies showed that the resurgence of 
severe invasive GAS infection was not limited to sporadic 
cases; rather, it represented a global spread, ushering in a 
new pandemic, similar to that reported in the earlier part of 
the 20th century. An important feature of this latest pan-
demic is its association with a distinct epidemiologic shift 
in GAS serotypes. Although many GAS serotypes are ca-
pable of causing severe diseases, a few were more frequent-
ly isolated from patients with severe cases, e.g., M1, M3, 
M18, and M28 strains (Table 2 in online Technical Appen-
dix). However, whether those serotypes cause more severe 
disease because of their hypervirulence or because they 
were also the most prevalently isolated strains in the com-
munity at that time was not clear (11,12). These possibili-
ties are not mutually exclusive, but in fact may be related. 
We believe that the unique features of the newly emerged 
subclones of GAS serotypes, in particular the M1T1 clonal 
strain, evolved as a result of diversifi cation of the bacteria 
and acquisition of new genes that improved their fi tness to 
infect humans. This, together with host-imposed pressure, 
resulted in the selection of hypervirulent mutants of this 
strain associated with an ability to cause severe forms of 
the invasive infection in susceptible persons.

Features of the Newly Emerged 
Hypervirulent Global M1T1 Strain

Whereas most GAS serotypes traditionally exhibit 
cyclic epidemiologic patterns, appearing and disappearing 
from the community at different times (13), the M1T1 sub-
clone has persisted globally for more than a quarter of a cen-
tury as the most frequently isolated serotype from patients 
with invasive and noninvasive cases. Advanced molecular 
and genomic tools showed a great deal of diversity among 
GAS strains belonging to the same serotype, and the M1 
serotype is no exception. The clonality of the reemerged 

M1T1 strain was fi rst described by Cleary et al. (14) and 
later confi rmed by others by the use of different molecular 
methods (Table 3 in online Technical Appendix), which 
confi rmed that the M1T1 clone differs from its ancestral 
M1 clone in several aspects. We will present evidence that 
those differences have indeed contributed to the stark dif-
ference in epidemiologic and virulence properties between 
2 strains belonging to the same serotype.

Together with the Ontario Streptococcal Study Group 
and the Centers for Disease Control and Prevention, our 
laboratory launched one of the earliest and most compre-
hensive prospective studies of invasive GAS pathogenesis 
in Ontario (8), where active surveillance of invasive GAS 
cases took place during 1992–2002 (4,9). M1T1 isolates re-
covered from patients with noninvasive as well as invasive 
cases, of varying severity, were extensively analyzed at the 
molecular level and shown to be clonal regardless of case 
severity (3). This clonal M1T1 strain possesses the emm1.0 
allele of the M1 gene (3) and is one of the opacity factor–
negative GAS serotypes. This strain differs in its virulence 
and genomic content from other less virulent M1 strains, 
represented by strain M1 SF370, the fi rst fully sequenced 
GAS strain (15).

Several events appear to have contributed to the di-
versifi cation of the M1 GAS serotype, leading to the emer-
gence of the M1T1 global strain. Specifi cally, diversifi -
cation through the loss and/or acquisition of phages that 
took away certain genes and introduced new ones into the 
M1 serotype is a major contributor to the emergence of 
this strain. This phenomenon is certainly not unique to the 
M1T1 strain, but is also seen in the M3T3 and M18 strains 
(16,17), which co-emerged with the M1T1 clonal strain in 
the 1980s.

Contribution of Prophages to 
Emergence of Global M1T1 Strain

In 1996, Cleary et al. found that the globally dissemi-
nated M1T1 differs from its closely related M1 subtypes 
by 70 kb of phage DNA (18). Ensuing studies from our 
group, in which we conducted global genomic compari-
son of the M1T1 clones and the closely related M1 SF370 
strain, demonstrated that most of the genetic differences 
(≈5% divergence) were accounted for by phage or phage-
like sequences. After assembling these distinct sequences, 
we identifi ed 2 novel prophages that were introduced into 
the M1T1 global strain (19). One prophage (SPhinX) car-
ries the speA2 gene, which encodes the potent superantigen 
SpeA; the other (PhiRamid) carries the sda1 gene, which 
encodes the most potent streptococcal nuclease identifi ed 
thus far (19,20). The introduction of these phages into the 
M1T1 clonal strain was later confi rmed by the complete 
genome sequence of a clinical M1T1 isolate, MGAS5005 
(21).
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Clonal M1T1 Streptococcus pyogenes

The M1T1 prophages exhibit considerable genetic mo-
saicism, and the sequence analysis of the 2 novel M1T1 
phages demonstrates that these bacterial viruses continu-
ously exchange functional modules by various genetic 
mechanisms, including different modes of recombination 
(19). We believe that exchange between the lysis and ly-
sogenic conversion modules of GAS prophages has led to 
the swapping of virulence genes (toxins) among phages 
(19). We also believe that this process is facilitated by a 
highly conserved gene, paratox (prx), commonly found 
between the toxin gene and phage attachment site. Con-
served prx sequences on 1 side of the toxin gene together 
with 1–3 highly conserved phage genes on the other side 
(lysin, holin, and/or hyaluronidase genes) are likely to fa-
cilitate recombination events leading to swapping of toxin 
genes among bacterial isolates (Figure 1) (19). This notion 
is supported by the fact that strains belonging to the same 
serotype may have different virulence components car-
ried by the same or highly similar phages, whereas those 
belonging to different serotypes may, in fact, have identi-
cal phage-encoded toxins. For example, 4 highly similar 
phages (370.3, 5005.2, MemPhiS, 315.3) identifi ed in M1 
SF370, M1T1 5005, M1T1 6050, and M3 strains, respec-
tively, have different DNases in their lysogenic conversion 
modules. Phages 370.3 and 5005.2 are >99% identical to 
each other and carry the mf3 gene, and each is 90% identi-
cal to MemPhiS and 315.3, which carry the mf4 gene in-
stead (Figure 2).

Acquisition of Novel Virulence Genes by 
Global M1T1 Strain and Effect on Virulence

Two virulence genes, speA2 and sda1, were intro-
duced into the M1T1 strain by prophages and are likely 
to have contributed to its increased fi tness and virulence 
(19,21). SpeA2 is an important and potent streptococcal 
superantigen. Although GAS has a rich superantigen rep-
ertoire, different strains harbor different combinations of 
superantigen genes—some are phage encoded, while oth-
ers are integrated into the bacterial chromosome. Both the 
global M1T1 strain and its ancestral SF370 (15) strain have 

the superantigen-encoding genes speF, speG, speJ, and 
smeZ1. However, these 2 strains differ in that the global 
M1T1 strain has speA2, whereas SF370 has speC (Table). 
Both SpeA and SpeC are prophage-encoded, whereas the 
other M1T1 superantigens are chromosomal. Additionally, 
the clonal M1T1 strain lacks speH and speI, which are en-
coded on a single phage in M1 SF370 (15,21).

Of particular relevance to this discussion is that the 
speA gene was seen in M1 isolates obtained in the early 
20th century but had almost vanished from M1 isolates ob-
tained between the 1920s and early 1980s. The loss of speA 
was thought to be one of the main reasons for the sharp 
decline in severe invasive GAS infections during this time 
(23,24). Likewise, the reintroduction of the speA2 allele in 
the M1T1 clonal strain in the 1980s prompted speculations 
that SpeA, and in particular its allelic variant SpeA2, was 
a major factor in the resurgence of severe invasive GAS 
infections during that time (25). However, additional stud-
ies showed that, although the reintroduction of speA may 
have been a factor, the acquisition of other virulence genes 
by the M1T1 clone is more likely to have had a more pro-
found effect on its increased fi tness and virulence in vivo 
(20,26,27). Nonetheless, the fact that SpeA was missing 
from most GAS isolates for >50 years suggests that the re-
introduction of this superantigen may have increased the 
risk for persons to have invasive infections because they 
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hylP hol lys tox prx attR

hylP Lys tox prx attRhol
Phage 1

Phage 2

Figure 1. Suggested model for toxin mobilization between phages, 
reprinted from Aziz et al. (19). Recombination hot spots on both 
sides of the toxin genes are shown: one is prx (paratox), and the 
other may be lys (lysin), hol (holin), or hylP (phage hyaluronidase).

Figure 2. Similarities and differences 
between the 4 highly related prophages 
5005.2, 370.3, MemPhiS, and 315.3. 
The fi gure, generated by the SEED 
comparison tools (22) (http://theseed.
uchicago.edu), shows the physical 
maps of the 4 prophages near their 
attachment sites. Arrows with identical 
colors designate orthologous genes; 
those in gray designate alternative 
alleles of the genes. p, prx; mf, 
mitogenic factor; cadA, heavy metal/
cadmium transporter ATPase; GAS, 
group A streptococci.
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lack antibodies that neutralize its superantigenic activity. 
Indeed, the lack of superantigen-neutralizing antibodies 
has been shown to increase the risk for invasive disease 
(28,29).

Sda1, which was also acquired by the M1T1 global 
strain, is a potent streptodornase (streptococcal nuclease) 
(20) and is not found in most of the other prevalent strains 
but has been recently reported in an M12 strain (16). Strept-
odornases are secreted extracellular nucleases classically 
thought to play an important role in virulence by degrading 
pus (30). Every GAS serotype sequenced so far contains 
>1 streptodornase paralog. These various streptodornases, 
which differ in the pH optima for their nuclease activity, 
are likely functionally nonredundant, possibly having dif-
ferent substrate specifi city, and may be differentially ac-
tive in certain host niches or at different times during the 
infection. The M1T1 clone has, in addition to sda1, the 
chromosomal streptodornase spd/mf (alias speF) and an-
other phage-encoded streptodornase, spd3/mf3 (or—less 
frequently—spd4/mf4); however, it lacks spd2/mf2 found 
in the M1 SF370 (19,20). Despite the presence of multiple 
DNases in the bacteria, Sda1 has the highest specifi c activ-
ity among the streptococcal nucleases. We showed that the 
increased activity of Sda1 has resulted from a frame-shift 
mutation in its C terminus, and when the additional C-ter-
minal sequence of Sdal was deleted, the enzyme activity 
dropped signifi cantly (20).

Sda1, unlike the other nucleases, appears to play a ma-
jor role in virulence, and inactivating its gene resulted in a 
dramatic loss of virulence (26,27,31), whereas introducing 
it into an avirulent strain led to a virulent phenotype (26). 
Sdal protects bacteria against neutrophils (31)—which en-
trap the bacteria in neutrophil extracellular traps (NETs) 
(32)—by degrading these DNA NETs, thereby freeing the 
bacteria and promoting their ability to invade host tissues 
(26). Additionally, recent evidence suggests that the Sda1 
expression may synergize with host factors, leading to ad-
ditional selective pressure on the bacteria in vivo and re-
sulting in the emergence of a hypervirulent phenotype of 
the same bacteria (27).

Besides the exchange of phage-encoded toxins, addi-
tional recombination events may have contributed to the 
diversifi cation of the M1T1 clone. In a recent study, Sumby 

et al. (21) used DNA–DNA hybridization and single nucle-
otide polymorphism analysis to show that a 36-kb chro-
mosomal region has been horizontally transferred to M1T1 
by recombinatorial replacement from an M12 ancestral 
strain. This chromosomal region harbors genes encoding 
2 important toxins, streptolysin O (SLO) and nicotinamide 
glycohydrolase (NADGH or NADase), both of which were 
more highly expressed in M1T1-MGAS5005 compared 
to M1 SF370 (21). Although these differences in expres-
sion might be a consequence of the recombination event, 
we believe that the enhanced expression of these genes is 
more likely due to a mutation in the covS gene of the stud-
ied MGAS5005 strain, which resulted in higher expression 
of virulence networks (33). SLO is an important GAS cy-
tolysin that enhances cytotoxicity and toxin translocation 
(34,35), and its heightened expression would be expected 
to increase virulence. It is therefore apparent that several 
mechanisms led to GAS diversifi cation and that the glob-
ally disseminated M1T1 clone has acquired several viru-
lence factors that seem to have contributed to its unusual 
persistence, spread, and virulence.

In vivo Selection of Hypervirulent 
Descendents of Global M1T1 Strain

In addition to the introduction and loss of specifi c 
genes in the global M1T1 strain, a high degree of vari-
ability in the expression of virulence genes among isolates 
belonging to this clonal strain was reported (3,36). This 
variable expression, in part, depended on where and when 
the isolates were recovered from the host. However, one of 
the most notable changes in gene expression that arises in 
response to host environmental pressure is the remarkable 
downregulation of the major streptococcal protease, SpeB, 
and the consequent signifi cant increase in bacterial inva-
sion and severity of GAS sepsis (27,37,38).

Earlier studies by Kansal et al. (37) provided the fi rst 
hint for the reciprocal relation between SpeB expression 
and severity of GAS sepsis, when they observed that iso-
lates recovered from patients with more severe cases ex-
pressed no, or signifi cantly less, SpeB compared to those 
recovered from patients with nonsevere cases. In ensuing 
studies, we found that M1T1 regulates its secreted proteins 
by at least 2 mechanisms (39), a transcriptional regulation, 
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Table. Genomic differences between M1T1 and M1 SF370* 
Difference M1T1 SF370
Prophages or prophage remnants SPhinX (speA2), MemPhiS (mf3/mf4), PhiRamid 

(sda1)
370.1 (mf2, speC), 370.2 (speH, speI),

370.3 (mf3), 370.4 (phage remnant) 
Superantigen genes speA2, speG, speJ, smeZ1, speC, speG, speH, speI, speJ, smeZ1
Streptodornases mf/spd, mf3/spd OR mf4/spd4, sda1 mf/spd, mf2, mf3/spd3
Other Insertion sequence (IS1548), SNP in the 

SLO/NADGH region 
*SNP, single nucleotide polymorphism; SLO, streptolysin O; NADGH, nicotinamide glycohydrolase. Toxin gene names in boldface designate genes that 
are unique to either strain. 
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and a posttranslational degradation and remodeling of bac-
terial proteins by SpeB, that, itself, is tightly regulated (40; 
online Technical Appendix, supplementary reference 41). 
The secreted proteome in the presence and absence of ac-
tive SpeB is starkly different. Essentially most extracellular 
virulence factors, including M protein, streptokinase, SpeF, 
Sda1, C5a peptidase, and the secreted inhibitor of comple-
ment, are degraded by this protease, resulting in decreased 
virulence. The advantage of this massive degradation of 
virulence factors to the bacteria is not entirely known, but 
we predict that this may be a means by which the bacte-
ria camoufl age themselves from the host during the initial 
stages of infection. By degrading their virulence compo-
nents, bacteria may evade initial innate host defenses at the 
site of the infection until they gain access to a host niche 
(e.g., skin), where they can start to multiply. Thus, SpeB 
may facilitate the initial invasion of bacteria through its 
proteolytic action on host matrix proteins. However, within 
60–80 hours after infection, the bacteria are subjected to 
a hostile human environment, and consequently, there is 
a selection for more fi t mutants within the bacterial com-
munity that are better adapted to confront host defenses and 
gain access to blood and possibly other sterile sites. The 
more fi t mutants, it turns out, are those that lack SpeB ex-
pression because of a mutation in covS, which is a part of a 
2-component regulatory system (CovRS) involved in regu-
lating 15% of GAS genes including SpeB (online Techni-
cal Appendix, supplementary reference 42). Indeed, recent 
studies provided evidence for the co-existence of at least 
2 very different phenotypic forms of M1T1 bacteria in the 
initial stages of infection through the skin of mice charac-
terized by SpeB+ or SpeB– phenotypes (27,39).

The downregulation of SpeB spares several key viru-
lence factors that include Sda1 and streptokinase. Our recent 
studies showed that sparing Sda1 frees the bacteria from 
neutrophil NETs (27). Similarly, in a human plasminogen-
transgenic mouse model, sparing streptokinase allowed ac-
cumulation of surface plasmin activity and increased bac-
terial evasion (online Technical Appendix, supplementary 
reference 43). Additional differentially expressed genes in 
the in vivo–selected covS mutants are also likely to con-
tribute to increased virulence, and these are currently being 
investigated.

M1T1 and the Future of GAS Epidemiology
Is there an exit plan for M1T1? How long will this 

strain survive and prevail? Will there be another prevalent 
strain in the future? It is intriguing that although M1T1 
causes deadly conditions, this clone keeps infecting many 
persons, retaining its superior prevalence. This suggests 
that there is an exit plan for this clone, or that it is so 
widely spread among the human population that it keeps 
being transmitted through genetically protected persons, 

who serve as reservoirs for it. The diversity within the 
bacterial population in the host also suggests that while 
hypervirulent mutants cause deadly diseases when the 
bacteria invade unusual niches, the less virulent members 
of the same population survive well in the primary niche 
(e.g., the throat or nasopharynx) and thus could drive the 
disease transmission.

Several potentially interactive factors may have con-
tributed to the persistence of M1T1 and may maintain this 
strain for a long time. These factors include the acquisi-
tion of new virulence genes and the differential regulation 
and expression of virulence genes caused by selection of 
mutants within the microbial community. These changes 
in the pathogen, as well as changes in herd immunity and 
differential host susceptibility, are likely to create dynamic 
interactions between streptococci and their human host.

When novel strains or clones emerge that express 
novel proteins or variants of old proteins, these strains are 
endowed with the ability to better withstand the pressure 
of herd immunity. According to this hypothesis, M1T1 and 
other strains that reemerged in the mid-1980s may have 
successfully survived herd immunity either because they 
acquired new protein-encoding genes or because they pos-
sessed allelic variants of key genes encoding proteins and/
or novel alleles that were as-yet unsampled by the immune 
system. Also, the acquisition of new genes or the spar-
ing of existing proteins from proteolytic degradation may 
have endowed the bacteria with means to better evade host 
immune defenses.

In summary, we believe that the emergence of the 
M1T1 strain, its diversifi cation by phage acquisition, and 
the in vivo selection of more fi t members of its commu-
nity present an intriguing example of molecular events that 
can drastically change the epidemiology and virulence of 
an otherwise avirulent or less virulent organism. Predicting 
whether other GAS strains may follow a similar trajectory 
to M1T1 is diffi cult: The next prevalent strain to emerge 
may have to combine changes in chromosomal and phage-
encoded genes to enhance its fi tness and allow it to adapt 
to different host environments; it also has to be resistant 
enough to phage-driven lysis. (More prophages enrich the 
bacteria with additional toxins, but they may also bring the 
potential risk of lysing the bacteria at any time a phage is 
induced.) As there are now more and more examples of 
phage exchange even within and between different bacte-
rial species (online Technical Appendix, supplementary 
reference 44), the traditional classifi cation schema may 
have to be replaced by ones that better refl ect the bacterial 
virulome. This virulome, as discussed here, can be grossly 
altered, depending on the environment the bacteria face and 
the consequent selection of underrepresented minority of 
the bacterial community that is best adapted to deal with 
various hostile host milieus.
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In the Netherlands a major part of preparedness plan-
ning for an epidemic or pandemic consists of maintaining 
essential public services, e.g., by the police, fi re depart-
ments, army personnel, and healthcare workers. We pro-
vide estimates for peak demand for healthcare workers, 
factoring in healthcare worker absenteeism and using esti-
mates from published epidemiologic models on the expect-
ed evolution of pandemic infl uenza in relation to the impact 
on peak surge capacity of healthcare facilities and intensive 
care units (ICUs). Using various published scenarios, we 
estimate their effect in increasing the availability of health-
care workers for duty during a pandemic. We show that 
even during the peak of the pandemic, all patients requiring 
hospital and ICU admission can be served, including those 
who have non–infl uenza-related conditions. For this rigor-
ous task differentiation, clear hierarchical management, un-
ambiguous communication, and discipline are essential and 
we recommend informing and training non-ICU healthcare 
workers for duties in the ICU.

In the Netherlands a major part of preparedness planning 
for an epidemic or pandemic, e.g., avian infl uenza A, 

consists of maintaining essential services provided by the 
police, fi re departments, army personnel, and healthcare 
workers (HCWs). Even if an effective vaccine against avi-
an infl uenza (H5N1) would be available (1), preparation for 
a pandemic is still vital to maintain optimal care for acute-
care patients and those with infl uenza-like illness (ILI). The 
preparation for excess workloads among HCWs becomes 
even more important with the emergence of highly patho-
genic avian infl uenza strains.

We present a model to show the impact of the increased 
demand in HCWs with the increase in the number of hospi-

talized patients. We factor in the notion that the number of 
HCWs will be reduced because of increased absenteeism, 
which in turn affects the utilization of intensive-care beds 
and mechanical ventilation capacity. We present scenarios 
aiding in temporarily increasing the work force of HCWs 
in the intensive-care unit (ICU) environment using differ-
ent additive strategies. Because the surge capacity of inten-
sive-care resources is typically limited (2), we explore what 
training and preparation HCWs and managers at different 
levels will need to face the challenges posed by pandemic 
infl uenza.

Methods

Setting 
The University Medical Center Groningen (UMCG) 

is a tertiary-care university hospital covering ≈12% of 
the total Dutch population and ≈30% of the total surface 
area of the Netherlands. Under Dutch law, UMCG plays 
a dominant role in the region to organize and coordinate 
healthcare surge capacity during a catastrophe such as an 
avian infl uenza pandemic. With regional and municipal 
health authorities, general practitioners, and medical and 
managerial representatives of all 15 hospitals in the north-
ern Netherlands region, training courses were organized for 
pandemic infl uenza. These courses emphasized the need 
for enhanced collaboration, sharing of information, and 
communication. Part of this training course was the devel-
opment of an epidemiologic model to access the regional 
impact of a pandemic and the extent of possible prepara-
tions (3) at both managerial and medical domains.

Basic Model
We used FluSurge 2.0 (4) and a computer model in an 

Excel (Microsoft, Redmond, WA, USA) fi le developed by 
one of the authors to calculate the impact of an infl uenza 
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pandemic in the Netherlands on hospital admission and oc-
cupancy rate of all ICU beds (i.e., those with facilities for 
mechanical ventilation) (3,5). Data on population (slight-
ly >1.7 million) and age distribution were obtained from 
publicly available sources. Because age distribution in the 
Dutch population data was provided in blocks of 5 years, 
we converted these data to an even distribution to enable 
calculations with the FluSurge program (6). Data on total 
hospital beds, ICU beds, and number of nurses and their 
fulltime equivalents were obtained from publicly avail-
able sources (7). Information on ICU capacity was also 
obtained from reports from hospital administrators during 
the training sessions. These data on reported ICU capac-
ity were discussed during a semistructured telephone in-
terview with intensive-care specialists (usually anesthetists 
or internists) in August 2006. On the basis of these data, 
we estimated the regular bed capacity and maximal surge 
capacity. Numbers on the effects of pandemic infl uenza on 
healthcare services were adopted from the National Insti-
tute for Public Health and the Environment (RIVM) (5,8). 
RIVM presented tables for 25% and 50% disease attack 
rates (ARs) that represented best and worst case scenarios. 
From these tables, we calculated the 30% AR by linear 
transformation. A 30% AR is the most likely scenario ac-
cording to the Centers for Disease Control and Prevention 
and RIVM. The AR was defi ned as the percentage of the 
population that became ill.

We also calculated within the model the total number 
of patients admitted to the hospitals at each point in time 
during the pandemic. We defi ned the fi rst day (day 0) as the 
moment the World Health Organization (WHO) declares 
effective human-to-human transmission (phase IV or V in 
the current WHO phase of pandemic alert). We assume the 
pandemic would reach the Netherlands ≈15 days after this 
fi rst confi rmed, effective human-to-human transmission.

We took into account the time each patient would oc-
cupy a hospital or ICU bed (range 8–15 days), based on 
experience with patients admitted to ICU with diagnoses 
of pneumonia or sepsis. Finally, we incorporated estimated 
risk for death per patient, a rate that in turn would reduce the 
number of admitted patients at any 1 time. Because RIVM 
data are in weekly blocks, we evenly distributed the num-
ber of hospital admissions and deaths during weekdays. 
We also factored in our calculations the effect of treatment 
(within 48 hours of infection) with antiviral medication on 
the spread and impact of the pandemic, although the exact 
effect size is still uncertain (6,9). Antiviral medication is 
assumed to reduce the total number of hospital admissions 
by 50% and death by ≈30%.

In the basic model we incorporated the probable ab-
senteeism of HCWs attributable to illness. We assumed 
that HCWs will become ill at a similar rate as the normal 
population. We used the total number of HCWs and linearly 

transformed the ratios of illness and death of the population 
over time on the HCW database. We focused our prepared-
ness plan on adults and assumed a pattern in the outbreak 
similar to that for Spanish fl u (10) and severe acute respira-
tory syndrome, in which adolescents and adults accounted 
for most patients.

Modeling Nursing Workload
We developed an extension to this model that showed 

the effects of increased demand in the HCW force because of 
an increased number of hospitalized patients with ILI. In this 
model, we factored in the notion that the number of available 
key HCWs (e.g., physicians, intensive-care nurses) would be 
reduced because of ILI absenteeism, which affects the use of 
ICU beds and mechanical ventilation capacity.

Furthermore, using different additive strategies re-
ported in the literature, we present several alternatives to 
increase the number of available HCWs. All 3 scenarios 
were adopted because of their inherent ease of use in daily 
hospital practice.

We used the basic model (3,5) for peak hospital and 
ICU occupancy rates during a pandemic of infl uenza. A 
major part of preparation encompasses clearing all 15 re-
gional hospitals of general surgical and medical patients, 
leaving ≈30% of acute-care capacity for non–infl uenza-
related illness. In these 15 hospitals, the total ICU capacity 
is 200 beds. The predominant use of ICU beds in Europe is 
for postoperative care (instead of recovery rooms or post-
anesthesia special-care units) (11). Of these, 60 ICU beds 
(30%) need to be reserved for acute care for non–infl uenza-
related illness, leaving ≈140 ICU beds for infl uenza-related 
patients. The mean ICU length of stay for postoperative and 
general medical care patients is 3.4 (median 1 day, standard 
deviation [SD] 7.4) days. Therefore, it follows that ≈96% 
of these 140 ICU beds occupied by postoperative and gen-
eral medical care patients at the beginning of the pandemic 
can be made available within a 14-day period for patients 
ill from fl u. 

Even though we assume HCWs will become ill at the 
same rate as the general population, we also assume that 
morale and professionalism will be high and that undue 
absenteeism will not occur. That is, adherence to profes-
sional standards of HCWs reporting for duty will be high, 
although some unavailability of HCWs might be expected 
because of care duties within families or among neighbors 
who may become ill (12). This erosion has not been taken 
into account in the model we present.

To model the available number of HCWs in relation to 
the maximum number needed in a pandemic, we translated 
the peak ICU occupancy rate into a severity of illness and 
workload scoring system. A variety of validated scoring 
systems for patient severity and workload exist for use in 
the ICU environment and are widely used (13–18).
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We used data derived from the databases of the Europe-
an Research in Intensive Care Units (EURICUS) projects, a 
multicenter project designed to study the ICUs of the Euro-
pean Union (EU), to project severity of illness, diagnosis, 
and workload data in the ICU. A description of the methods, 
objectives, and results of these projects have been reported 
(11,15,19,20). These projects were developed from 1994 
through 2000 and included 137 ICUs from 14 different EU 
states with a total of 43,027 individual patient records and 
227,209 nursing days. Many study variables were analyzed, 
including age, diagnosis, length of stay, Simplifi ed Acute 
Physiology Score (SAPS-II) (14), Sequential Organ Dys-
function Score (SOFA-II ) (21), ICU mortality rate, hospital 
mortality rate, and Glasgow Coma Score. Part of this re-
search was the measurement of nursing workload in ICUs 
(15–17). Nursing workload per intensive-care patient was 
calculated by using the Nine Equivalents of Nursing Man-
power use score (NEMS) (16). NEMS is a therapeutic index 
to measure nursing workload at the ICU level. The use of 
NEMS has been developed and validated for multicenter 
ICU studies; management purposes in the general (macro) 
evaluation and comparison of workload at the ICU level; 
and prediction of workload and planning of nursing staff 
allocation at the individual patient level. NEMS correlates 
highly with all currently used severity of illness scoring sys-
tems such as Acute Physiology, Age, Chronic Health Evalu-
ation III, SAPS-II, and SOFA-II (16,20). The major advan-
tage of all these scoring systems is that they are an objective 
and reproducible measure of nursing workload related to the 
various activities performed in the ICU, without considering 
the appropriateness of standing policies of medical care.

We attributed scores on the basis of a specifi c diagnos-
tic category (13) to the corresponding NEMS points from 
the EURICUS projects database. We used the medical diag-
nostic category “bacterial/viral pneumonia” (diagnosis cat-
egory 15) as an indicator for nursing care requirements of 
ILI patients, as this closely matches the medical condition 
typical for infl uenza patients. Furthermore, we used the av-
erage NEMS points for all patients (minus the patients with 
diagnosis 15) in the EURICUS database as an indicator for 
the nursing workload necessary for the non-ILI acute-care 
patients. We modeled the available HCWs with a 30% AR, 
25% and 50% ICU admission rate, and mean length of stay 
of 8 days and 15 days without antiviral medication (AVM) 
(pandemic period 9 weeks) and 30% AR, 25% and 50% 
ICU admission rate, and mean length of stay of 8 days or 15 
days with AVM (pandemic period 14 weeks).

Scenarios

Scenario 1
Increasing the number of HCWs by expanding the 

work shift from 8 to 12 hours would increase the number of 

operational HCWs by ≈50%. The huge strain on personnel 
is justifi ed, when one considers the relatively short peak 
surge period, and we expect HCWs to comply.

Scenario 2
HCWs will become sick with ILI at the same rate as 

the general population. Lee and Chen (22) showed that 8 
weeks’ prophylactic use of neuraminidase inhibitors de-
creased peak absenteeism among HCWs from 10% to 2%. 
We translated this in our model by reducing the number of 
lost NEMS points (e.g., number of lost HCWs) by 80% for 
the entire pandemic period.

Scenario 3
In an international ICU workload study, Miranda et al. 

(17) showed that tasks performed in normal ICU environ-
ment by ICU nurses are only 30% dedicated to technical 
and specifi c ICU tasks for which ICU nurses are trained. 
This result means 70% of all tasks in ICU are regular nurs-
ing tasks performed daily in non-ICU, standard healthcare 
hospital environments. In this scenario, we mathematically 
decreased the number of NEMS points to be covered by 
ICU nurses to 30%. Non-ICU nurses and other hospital 
personnel (communication advisors, psychologists, physi-
cians, administrative staff, and the like) have to be prepared 
and trained to take over, for a relatively short period, the 
70% of nontechnical duties regularly performed by ICU 
nurses. We assume that there will be substantial numbers 
of HCWs in wards and ancillary facilities available because 
all hospitals involved will stop admitting postoperative care 
and non–infl uenza-related medical patients when WHO de-
clares the pandemic alert. This will free ≈70% of all HCWs 
in the 15 hospitals.

Scenario 4
Finally, we combined the effects of all 3 scenarios in 

an overall model of available HCWs. This fi nal model gives 
the opportunity to study the effect of 3 easy-to-implement 
scenarios.

Results
The Table shows the result of our baseline calculations. 

For the 30% non-ILI acute-care patients, we attributed 24.8 
(SD 9.9) mean NEMS points; for the ILI patients, we at-
tributed 28.6 (SD 9.8) mean NEMS points. We assume that 
an ICU nurse can deliver 46.3 NEMS points in 24 hours. 
Because HCWs will become ill as the population does, the 
number of NEMS points available will be reduced as the 
pandemic period progresses; the lowest number will occur 
at 28 days, when the pandemic period is assumed to be at its 
highest point (online Appendix Table 1, available from www.
cdc.gov/EID/content/14/10/1518-appT1.htm). The lowest 
number of NEMS points will occur at day 43, when AVM 
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is available for the population (online Appendix Table 2, 
available from www.cdc.gov/EID/content/14/10/1518-
appT2.htm). As can be seen from both online Appendix 
Tables, HCW shortage will occur if the ICU admission rate 
increases to 50% (mean length of stay 8 days or 15 days 
without AVM). However, if AVM is available, no HCW 
shortage will occur, under the premises that all general 
medicine and surgery have been temporarily stopped.

Scenarios

Scenario 1
In Figure 1, panels A and B, the results are given for 

the model length of stay of 15 days, with 25% and 50% ICU 
admission rates with and without AVM. Even in the worst 
case scenario, a 15-day length of stay without availability 
of AVM for the individual patient (Figure 1, panel A), no 
staff shortage appears. The models for a length of stay of 8 
days, 25% and 50% ICU admission with and without AVM 
(not shown), show no staff shortage over time.

Scenario 2
If the number of HCWs who become ill from ILI is 

reduced by 80%, a similar increase of deliverable NEMS 
points is achieved. This increase is irrespective of the num-
ber of patients admitted to the hospital and ICU. In Figure 
2, panels A and B, results are given for the models with a 
15-day length of stay, 25% and 50% ICU admission rate, 
with and without AVM. In this model, the effect of poten-
tial HCW staff shortage is most profound at a 50% ICU 
admission rate. Even decreasing the number of ill HCWs 
because of 8 weeks’ prophylactic use of neuraminidase in-
hibitors (22) does not solve staff shortage when it is most 
needed.

Scenario 3
Transfer of tasks to other HCWs than ICU nurses de-

creases the number of NEMS points needed by 70%. We 
assume acute-care and ILI patients admitted to the ICU will 
require the 30% technical ICU-related work of ICU nurses. 
This decrease in the number of NEMS points needed has a 

direct effect on the necessary workload in the different AR 
and length-of-stay models. Figure 3, panels A and B, shows 
that decreasing the number of required NEMS in the ICU 
results in suffi cient numbers of HCWs being available for 
care of ILI patients.

Scenario 4
We combined all 3 scenarios to access the impact of 

the 3 relatively easy to implement scenarios on HCW avail-
ability. Figure 4, panels A and B, shows the effects of all 3 
scenarios on the NEMS points availability.

Discussion
We provide calculations, which incorporate HCW ab-

senteeism, for the surge capacity in HCWs in case of an 
infl uenza pandemic. In our model, we have shown that 
business continuity is maintainable when strict, clear, and 
disciplined hierarchical structures are in place.
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Table. Study population characteristics from EURICUS projects* 

Characteristic
Study 

population
Diagnosis

category 15† 
Total no. 39,158 1,413
ICU length of stay, mean (SD) 5.2 (10.4) 10.5 (13) 
Age, no. (%) 59.3 (19.8) 57.7 (21.8) 
SAPS-II, no. (%) 31.9 (17.8) 39.5 (18.8) 
NEMS, no. (%) 24.8 (9.9) 28.6 (9.8) 
ICU deaths, % 13 27
Overall deaths, % 19 36
*ICU, intensive care unit; SAPS, Simplified Acute Physiology Score; 
NEMS, Nine Equivalents of Nursing Manpower use score.  
†Values are given as mean (SD). 

Figure 1. A) Amount of Nine Equivalents of Nursing Manpower use 
(NEMS) points needed and available by 25% and 50% admission 
rate in the intensive care unit (ICU) scenario 1, expanding healthcare 
worker (HCW) work hours from 8 to 12 h per 24 h (pandemic period 
9 wk). B) Amount of NEMS points needed and available by 25% 
and 50% admission rate in ICU scenario 1, expanding HCW work 
hours from 8 to 12 h per 24 h (pandemic period 14 wk).
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Recommendation 1
Start preparations in time. When WHO declares phase 

IV, stop admitting all general patients, clear hospital beds, 
and free up HCWs. If hospitals are not cleared from re-
sponsibility for postoperative and general medical patients 
and if admitting general patients is not stopped, not only 
will there not be enough hospital and ICU beds available 
for ILI patients but also unnecessary risk for exposure to 
ILI will be placed on these patients. This step is mandatory 
in all hospital preparedness planning.

Recommendation 2
Implement a simple nursing workload measurement 

system for scarce resources. This will provide valuable in-
formation on the current workload and will aid in planning 
for a pandemic (23–26).

Recommendation 3
Gain insight, per hospital, about general and acute-

care populations. This will provide information about the 
number of hospital and ICU beds and the number of HCWs 
capable of being cleared for work with ILI patients.

Length of stay for individual ICU patients is the pre-
dominant factor in capacity planning for a pandemic. We 
show in our results, for a worst case scenario of patients 
kept in ICU for 15 days, that demand for workload and 
ICU beds exceeds capacity (3). Reducing the length of stay 
of some patients will increase the capability of hospitals 
to serve most ILI patients. Therefore, we propose that a 
strong distinction be made between cure and care. During 
a pandemic, elderly patients with severe co-existing condi-
tions may opt for supportive care without hospital and/or 
ICU admission, in consultation with their loved ones and 
their general practitioners. These patients may die because 
of ILI.
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Figure 2. A) Amount of Nine Equivalents of Nursing Manpower use 
(NEMS) points needed and available by 25% and 50% admission 
rate in the intensive care unit (ICU) scenario 2, healthcare worker 
(HCW) 8 wk prophylactic use of neuraminidase inhibitors (pandemic 
period 9 wk). B) Amount of NEMS points needed and available by 
25% and 50% admission rate in the ICU scenario 2, HCW 8 wk 
prophylactic use of neuraminidase inhibitors (pandemic period 
14 wk).

Figure 3. A) Amount of Nine Equivalents of Nursing Manpower use 
(NEMS) points needed and available by 25% and 50% admission 
rate in intensive-care unit (ICU) scenario 3, task differentiation in 
healthcare workers (HCWs) (pandemic period 9 wk). B) Amount 
of NEMS points needed and available by 25% and 50% admission 
rate in ICU scenario 3, task differentiation in HCWs (pandemic 
period 14 wk).
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The smallest gain in available NEMS points oc-
curred with scenario 2, i.e., 8 weeks’ prophylactic use of 
neuraminidase inhibitors for HCWs. Although prophylac-
tic use of neuraminidase inhibitors serves an import role 
in staff protection (27) and will most likely enhance HCW 
compliance, it serves its role specifi cally at the individual 
HCW level instead of at the workload level. The largest 
effect on availability of NEMS points is with scenario 3. 
Through insight about workload of ICU nurses and other 
HCWs, rigorous task differentiation can be obtained, and 
even specifi c tasks can be delegated to non-HCW special-
ists (for example, communication with family members of 
deceased patients can be done by hospital spokespersons 
and communications experts).

Furthermore, if all general medical and surgical pa-
tients are cleared from all hospitals in the northern part of 
the Netherlands, 932 medical specialists (anesthesiologists, 
surgeons, internal medicine, cardiologists, and cardiotho-
racic surgeons) can be used to provide care for acute-care 
and infl uenza patients. This strategy would greatly enhance 
the number of HCWs for pandemic infl uenza per hospital.

Finally, UMCG has 2,470 undergraduate and gradu-
ate medical students, 367 dentistry students, and 423 stu-
dents’ behavioral and social sciences in 2006. There are 
also 1,240 nursing science students and 2,391 health sci-
ence students at the Hanze University Groningen of Ap-
plied Sciences. If indeed 44.3% (28) (226 of 510 medical 
students) of healthcare-related students were to report for 
duty in case of a HCW shortage, 3,053 extra HCWs could 
be recruited for duty during a pandemic to fi ll the potential 
gaps in healthcare delivery. These students would be dis-
tributed among all 15 hospitals in the region, giving each 
≈203 extra HCWs.

There are several limitations to our analysis. The re-
port by the Writing Committee of the Second World Health 
Organization Consultation on Clinical Aspects of Human 
Infection with Avian Infl uenza (29) prompts us to discuss 
the impact these fi ndings have on preparedness planning of 
healthcare organizations. The case-fatality rate of 61% in 
total, especially among persons 10 to 19 years of age, and 
the much lower rate in persons >50 years of age are dif-
ferent from the reported rates of past pandemics (30–32). 
This increased case-fatality rate in the 10- to 19-year age 
group will have a tremendous effect on pandemic prepared-
ness planning and the model presented here for hospital 
and healthcare institutions. Until now, we assumed persons 
10–19 years of age made up only a small percentage of po-
tential hospitalized persons (3). The question that has not 
been answered by the Writing Committee is whether this 
age group’s particular risk is because this age group is main-
ly responsible for handling poultry and poultry products in 
reports on avian infl uenza. In the Netherlands, there are ≈2 
million persons (12%) in this age category among the coun-
try’s 16.4 million inhabitants. The same proportion holds 
for the 27 countries of the European Union (494 million in-
habitants, 57 million persons 10–19 years of age [11.7%]).

In affl uent countries, preparation for a pandemic is 
mostly supported and fi nanced at the national level, and 
the overall belief is that hospital and intensive-care capac-
ity will suffi ce. Less affl uent countries might have more 
diffi culties with pandemic preparation. The Writing Com-
mittee does not provide guidelines for preparation. For 
affl uent countries, the economic ramifi cations of “losing” 
the younger generation struck by avian infl uenza might be 
even more dramatic then a pandemic itself because affl uent 
countries are dealing with an increasing older population 
and lower birth rates.
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Figure 4. A) Amount of Nine Equivalents of Nursing Manpower use 
(NEMS) points needed and available by 25% and 50% admission 
rate in intensive care unit (ICU) scenarios 1, 2, and 3, combined 
effect of all 3 scenarios (pandemic period 9 wk). B: Amount of 
NEMS points needed and available by 25% and 50% admission 
rate in ICU scenario 1, 2, and 3, combined effect of all 3 scenarios 
(pandemic period 14 wk)
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The model used also has several limitations. The data-
sets of the EURICUS projects were constructed almost a 
decade ago. Because of changes in ICU technology and ICU 
nursing, decreasing emphasis on technical procedures, in-
creased emphasis on communication within the ICU team, 
and communication with the patients’ relatives and loved 
ones, some variables like NEMS (change in workload), 
length of stay, and ICU mortality rate (change in technical 
procedures) may have changed. We expect that our model 
presents a worst-case scenario for workload. In addition, 
our basic model is based on incomplete and sometimes 
confl icting or inconsistent information on the effects of an 
infl uenza pandemic. We assume that more reliable data will 
only become available in the early stages of a pandemic.

Rigorous task differentiation, clear hierarchical man-
agement, unambiguous communication, and discipline are 
essential. We recommend informing and training non-ICU 
HCWs for possible duties at the ICU. Training should ad-
dress HCW needs as well as those of family and loved ones 
of patients with ILI admitted to the ICU. It should also in-
corporate the potential diffi culties for HCWs in communi-
cating with family members and loved ones if patients die 
after intensifi ed treatment decisions (3,33,34).
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Nipah virus (NiV) is a paramyxovirus that causes se-
vere encephalitis in humans. During January 2004, twelve 
patients with NiV encephalitis (NiVE) were identifi ed in west-
central Bangladesh. A case–control study was conducted to 
identify factors associated with NiV infection. NiVE patients 
from the outbreak were enrolled in a matched case-control 
study. Exact odds ratios (ORs) and 95% confi dence intervals 
(CIs) were calculated by using a matched analysis. Climb-
ing trees (83% of cases vs. 51% of controls, OR 8.2, 95% CI 
1.25–∞) and contact with another NiVE patient (67% of cas-
es vs. 9% of controls, OR 21.4, 95% CI 2.78–966.1) were 
associated with infection. We did not identify an increased 
risk for NiV infection among persons who had contact with 
a potential intermediate host. Although we cannot rule out 
person-to-person transmission, case-patients were likely in-
fected from contact with fruit bats or their secretions.

Henipaviruses (family Paromyxoviridae, genus Heni-
pavirus) are enveloped RNA viruses that cause respi-

ratory illness in pigs and horses and respiratory illness and 
encephalitis in humans (1–6). After a 4- to 18-day incuba-
tion period, human disease can rapidly progress from mild 
illness (fever, headache, myalgia) to coma and death within 
10 days; the case-fatality ratio is 40%–76% (3,7–10). The 
fi rst recognized human Henipavirus infections occurred 

in 1994 in Australia, where a respiratory disease among 
horses was associated with illness in 2 humans (11). The 
etiologic agent, Hendra virus, was subsequently isolated 
from asymptomatic fl ying foxes (fruit bats of the family 
Pteropodidae) (12). Field et al. (2) suggested that horses, 
identifi ed as the intermediate hosts linked to human illness, 
may have become infected through indirect contact with 
fruit bats (e.g., infected fetal bat tissues or fl uids).

The fi rst reported human epidemic of encephalitis 
caused by another Henipavirus, Nipah virus (NiV), oc-
curred between September 1998 and April 1999 in Malay-
sia and Singapore and was associated with an outbreak of 
severe respiratory illness in pigs (13–15). Most (86%–93%) 
human NiV encephalitis (NiVE) infections during this out-
break involved occupational exposure to pigs, implicating 
these animals as an intermediate host for NiV (15–18). 
Outbreaks of NiVE occurred in Bangladesh during 2001 
and 2003, in areas where NiV antibody–positive fruit bats 
have been identifi ed (19). These reports, in addition to eco-
logic surveys conducted in Cambodia, have strengthened 
evidence that pteropid bats are the reservoir for Hendra and 
Nipah viruses (12,20–25).

An outbreak of encephalitis in Bangladesh was recog-
nized on January 21, 2004; it affected 2 villages of Goa-
lando township, Rajbari District, Dhaka Division, 70 km 
west of the city of Dhaka (Figure 1). Ten deaths were re-
ported among 12 ill persons with symptoms compatible 
with NiVE, resulting in a case-fatality ratio of 83% (9,23). 
Although previous outbreaks of NiVE outside Bangla-
desh involved primarily men and women >25 years of age 
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(5,16,17,19,26), most (75%) patients in this outbreak were 
boys <15 years of age. We describe a matched case-control 
study that was conducted to characterize the epidemiology 
of NiVE and, specifi cally, to determine if risk for NiVE 
was associated with contact with animals; an environmen-
tal exposure, activity, or behavior; or contact with other 
NiVE patients during the 2004 NiVE outbreak in Goalando 
township.

Study Participants, Materials, and Methods
A matched case-control study was conducted in Goa-

lando, Bangladesh (Figure 1), February 18–22, 2004. Hy-
potheses tested in this study, as mentioned above (e.g., 
increased risk for NiV infection caused by contact with ani-
mals, environmental exposure, contact with fruit in season) 
were based upon factors associated with previous outbreaks 
of NiVE in Malaysia, Singapore, and Bangladesh.

Case Defi nition
A confi rmed NiVE case-patient was defi ned as any pa-

tient with fever and symptoms compatible with encephalitis 
after December 15, 2003, with NiV-specifi c immunoglobu-
lin M antibodies in cerebrospinal fl uid (CSF) or serum by 
enzyme immunoassay (EIA). A probable case of NiVE 
was defi ned as a patient with a diagnosis of encephalitis 
in whom fever developed and who was living in the same 
village as a patient with a confi rmed case of NiVE after De-
cember 15, 2003. Cases remained in the probable category 
if the patient died and a specimen for laboratory confi rma-
tion could not be obtained.

We conducted a population census of the affected area 
in February 2004; this census was the basis for selecting 
controls. We identifi ed 3 controls for each case-patient. 
The controls were selected randomly from the popula-
tion and then matched to each case-patient on the basis 
of gender and age group. All households identifi ed during 
the census, including houses of case-patients and controls, 
were mapped by Global Positioning System, and data were 
uploaded into ERDAS Imagine 8.5 (Leica Geosystems, 
Atlanta, GA, USA) and merged with a November 2000 
IKONOS Geo 1-m satellite image of the outbreak area 
(Space Imaging, Thornton, CO, USA).

Participation was strictly voluntary, and written in-
formed consent was obtained for all participants; for those 
<18 years of age, individual and parental consent was ob-
tained. The Bangladesh Ministry of Health and Family 
Welfare that requested this investigation reviewed and ap-
proved all protocols.

Study Population
Probable and confi rmed cases identifi ed in 2 contigu-

ous villages of Goalando township (Figure 1) were in-
cluded in this study. Seven of the 12 cases were clustered 
within 3 households. Of these 7 clustered cases, 3 occurred 
in 1 household, and the remaining 4 were distributed in 2 
separate homes (Figures 1, 2). Therefore, we conducted 2 
separate analyses to assess the effect of case clustering on 
results. The fi rst analysis contained the complete dataset 
of 12 cases and 36 controls; the subanalysis consisted of 
8 cases (we randomly selected 1 case/household) and 24 
matched controls. Similar results (proportions, odds ratios 
[ORs], 95% confi dence intervals [CIs]) were obtained from 
both analyses. Thus, data presented in this article, including 
all tables, are derived from the complete dataset.

Specimen Collection and Testing
Serum samples and CSF were tested as previously de-

scribed (27). When possible, a serum specimen was col-
lected from controls.
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Figure 1. Top: Distribution of Nipah virus case (n = 12) and control 
(n = 36) households within the outbreak/study site of Goalando 
township, Bangladesh, January 2004. Number in the yellow 
triangle corresponds to household no. in Figure 2. Map also shows 
extreme habitat disturbance; areas under cultivation (for rice, sugar 
cane) are highlighted with “C,” and remaining trees (fruit trees and 
bamboo stands) with “T.” Bottom: Location of outbreak village.
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Data Collection and Interviews
After informed consent was obtained, case-patients 

and controls were interviewed at home by trained inter-
viewers, in their native Bengali language, with a standard-
ized questionnaire. Information such as demographics, 
types of animal exposures, environmental and occupational 
exposures, exposure to ill persons, and history of illness 
was obtained. Proxy interviews of family members and/or 
friends were conducted for deceased patients. To minimize 
interview bias, proxy interview methods were also used for 
all controls that were matched to deceased case-patients.

Statistical Analysis
Exact ORs and 95% CIs were calculated by using a 

matched univariate logistic regression analysis in SAS ver-
sion 9.0 (SAS Institute Inc, Cary, NC, USA) (28). Associa-
tions were considered statistically signifi cant at p<0.05.

Results

Descriptive Characteristics
Four (33%) cases were confi rmed by EIA; the remain-

ing 8 (67%) case-patients, from whom a diagnostic speci-
men was not available, were considered probable cases. 
Among all 13 (36%) controls who consented to blood col-
lection, results of serologic tests for NiV-specifi c antibodies 
were negative. Furthermore, none of the controls reported 
having had a perceived fever or symptoms compatible 
with NiVE from December 15, 2003, through the week the 
study was conducted (February 18–22, 2004). In addition, 
an antibody prevalence study conducted among persons 
(n = 300) living in the outbreak site showed no evidence 
of asymptomatic or mild infection, which suggested that 
controls entered into the study were likely uninfected (A. 
Croisier, unpub. data). Proxy interviews were administered 
to equal proportions of case-patients (83%) and controls 

(Table 1). The median age of case-patients included in the 
study was 11.5 years (range 2–28 years); 9 (75%) were male, 
and 11 (91%) were <15 years of age (Table 1). Residences 
of all case-patients and controls were located within the af-
fected villages, an area with a radius of ≈800 m (Figure 1).

Animal Exposures
In the matched case-control analysis, a greater per-

centage of case-patients (60%) than controls (34%) had 
observed or touched dead animals, although this fi nding 
was not statistically signifi cant (Table 2). We observed 
no differences between case-patients and controls with re-
spect to contact with ill animals (Table 2), including pigs, 
ruminants, and fruit bats. Chickens and ducks were often 
slaughtered for religious purposes or for consumption; 
however, close contact with these animals and their bodily 
fl uids (e.g., blood, saliva) during this process was not as-
sociated with NiV infection (Table 2). None of the case-pa-
tients or controls had known contact with pigs (healthy or 
ill) or pig excreta (Table 2). Four (36%) of 11 case-patients 
and 7 (19%) of the controls observed fruit bats around their 
household during the night (OR 4.1, p = 0.49; Table 2). 
However, some proxy family members and/or friends an-
swering on behalf of patients who had died were unable to 
answer specifi c questions (e.g., Did you observe fruit bats 
around your house during the night?).

Environmental and Behavioral Exposures
A greater proportion of case-patients (83%) than con-

trols (51%) reported having climbed trees between Decem-
ber 15, 2003, and February 3, 2004 (OR 8.2, p = 0.025; 
Table 2). No statistically signifi cant differences were ob-
served between case-patients and controls with respect 
to outdoor activities such as hunting, fi shing, or playing 
outdoor games (e.g., hide-and-seek, cricket, soccer). Eat-
ing fruit that was locally available (on trees or collected 
from fruit trees locally) between December and February 
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Figure 2. Epidemic curve of Nipah virus outbreak in Goalando, 
Bangladesh, in 2004, demonstrating household clustering. 
Households 1 and 4 each had 2 cases, household 5 had 3 cases, 
and all other households, single cases.

Table 1. Descriptive characteristics of Nipah virus case-patients 
and controls, Bangladesh, January 2004 

No. (%) 
Characteristic Case-patients, n = 12 Controls, n = 36 
Sex 
 M 9 (75) 27 (75) 
 F 3 (25) 9 (25) 
Age group, y 
 1–5 1 (8) 3 (8) 
 6–10 4 (33) 12 (33) 
 11–15 6 (50) 18 (50) 
 16–20 0 0
 21–25 0 0
 26–30 1 (8) 3 (8) 
Interview type 
 Proxy 10 (83) 30 (83) 
 Self 2 (17) 6 (17) 
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was not associated with illness, regardless of how the fruit 
was collected (from the ground, picked from tree, from the 
market) (Table 2). Although a greater proportion of case-
patients reported environmental exposures (drinking raw 
date palm sap, harvesting date palm sap, having someone 
in the household who collects date palm sap, or drinking 
sap directly from the collection vessel), these differences 
were not statistically signifi cant (Table 2).

NiVE Case Exposure
There were strong associations between illness and 1) 

visiting a hospital and/or 2) having had contact with a prob-
able or confi rmed NiVE patient (Table 2). In one 2-case 
family cluster, a mother (26 years of age) and her infant 
son (2 years of age) both became ill and died. The child 
became symptomatic 2 days before the mother’s illness 

onset (Figure 2; household 4). Among the other affected 
family clusters, the patients became ill within 3 days of one 
another (Figure 2; households 1 and 5); all persons in these 
2 clusters reported a history of climbing fruit trees. There 
was no evidence of contact of persons between case house-
holds during their illness.

Discussion and Conclusions
In contrast to the patients in the Malaysian and Singa-

pore outbreaks, which occurred primarily among adults, a 
preponderance of the NiV patients in the January/February 
2004 Bangladesh outbreak were young boys. These fi nd-
ings, in the absence of high infection rates among adults 
or evidence of antibodies to NiV in the general population 
(investigation team, unpub. data), suggest an association 
between NiV infection and some childhood activity or 
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Table 2. Exposures and activities associated with Nipah virus infection, Bangladesh, December 2003–January 2004*  
No. (%) study participants with reported exposure or activity†

Exposure or activity Case-patients, n = 12 Controls, n = 36 OR (95% CI) p value‡
Animal exposure
 Touched any ill animal§ 9 (75) 31 (85) 1.8 (0.29–8.52) 0.613
 Touched or observ d a dead animal§e
 Killed any animal§

6/10 (60) 12 (34) 2.4 (0.4–616.5) 0.392
3 (25) 6 (16) 1.8 (0.2–79.51) 0.670

 Other animal exposures
 Contact with animal stool 2/9 (22) 12 (35) 0.5 (0.05–3.04) 0.679
 Visited a poultry farm 3 (25) 13 (37) 0.6 (0.08–3.29) 0.740
 Observed fruit bats around household at night 
 (1 mo before outbreak)

4/11 (36) 7 (19) 4.1 (0.27–261.9) 0.491

Outdoor activity
 Climbed trees 10 (83) 19 (51) 8.2 (1.25– ) 0.025
 Picked fruit from trees 8 (67) 18 (49) 3.2 (0.54–36.0) 0.262
 Picked fruit from the ground 7/11 (64) 27 (74) 0.79 (0.13–6.09) 1.000
 Fished 6 (50) 10 (28) 4.5 (0.69–49.7) 0.139
 Hunted 2/10 (20) 10 (28) 7.3 (0.38–432.6) 0.240
 Played hide and seek 8/11 (73) 21 (58) 4.3 (0.38– ) 0.256
 Played cricket 4 (33) 18 (51) 0.5 (0.09–2.76) 0.552
 Played soccer 5 (42) 9 (24) 2.4 (0.44–16.9) 0.403
Exposure to human illness
 Had contact with a suspect or probable 
 Nipah virus encephalitis case-patient

8 (67) 3 (9) 21.4 (2.78–966.1) <0.001

 Visiting a hospital 12 (100) 7 (19) 32.4 (5.18– ) <0.0001
Consumption of fruit
 Bananas¶ 11 (92) 24 (67) 4.9 (0.61–226.7) 0.199

Buroys 7 (58) 28 (77) 0.4 (0.078–2.37) 0.433
 Papaya 3 (25) 14 (40) 0.49 (0.08–2.24) 0.497
 Guava 2 (17) 12 (33) 0.5 (0.05–2.70) 0.608

Sofeda 1 (8) 2 (5) 2.0 (0.03–38.4) 0.976
Kamranga 1 (8) 3 (9) 1.0 (0.006–165.9) 1.000

Other environmental exposures
 Drinking raw DPS 10/11 (91) 26 (72) 4.1 (0.47–197.0) 0.328
 Harvesting DPS 3 (25) 3 (8) 3.4 (0.37–43.6) 0.365
 Drinking DPS from collection vessel 5/10 (50) 12 (32) 1.7 (0.36–8.34) 0.612
 Someone in household collects DPS 4 (33) 5 (15) 2.3 (0.38–13.3) 0.454
*OR, odds ratio; CI, confidence interval; DPS, date palm sap. 
†Data are no. of study participants responding affirmatively/total no. responding (%) unless otherwise noted. 
‡Exact method using univariate conditional logistic regression. 
§Cows, horses, sheep, goats, pigs, ducks, chickens, dogs, cats, or fruit bats. 
¶Fruit was obtained from a market or another person, if not picked directly from the tree or ground. 
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specifi c behavior. The odds of NiV infection were signifi -
cantly elevated among persons who climbed trees, an activ-
ity observed almost exclusively among boys <15 years of 
age. This behavior is quite common among children because 
they gather fruit from trees. Therefore, these children may 
have had contact with partially eaten fruit from fruit bats or 
the secretions/excretions of these animals. Or, the children 
may have contacted contaminated fruit bat guano or urine 
in the trees. The percentages of case-patients playing hide-
and-seek, hunting, and fi shing—all of which were typical 
behaviorial traits of local boys—were not signifi cantly dif-
ferent than those for controls. These activities generally oc-
cur outdoors; however, they do not place a child in direct 
contact with bat excretions or secretions, as may be true for 
tree climbing. Therefore, infection was apparently related 
to a specifi c behavior, tree climbing, rather than age or out-
door activities in general. Furthermore, although other ex-
posures that may have placed persons in closer contact with 
bat secretions (e.g., collecting fruit or palm sap from trees, 
drinking palm sap directly from collection vessel) were ob-
served more often among case-patients than controls, these 
fi ndings were not statistically signifi cant; perhaps because 
of the small sample size. Nonetheless, our fi ndings can and 
have been used to help guide NiV outbreak investigations, 
leading investigators to similar conclusions as ours (29).

Fruit bats forage at night in various trees that are pro-
ducing ripe fruit and often drink from palm sap collection 
vessels (30). Fruits are also a major food source for many 
villagers and, as a result of environmental disturbances (31) 
in the form of crop development (e.g., jute, rice, and sugar 
cane), the few remaining fruit trees grow only in close prox-
imity to human dwellings (Figure 1). This in turn creates a 
situation in which fruit bats are forced into close proximity 
with humans, especially while these mammals are forag-
ing and feeding. In addition, date palm sap is routinely col-
lected in rural areas of Bangladesh between December and 
May. According to villagers, including palm sap harvest-
ers, dead fruit bats are occasionally found in the collection 
vessels. Local villagers reported that they often observed 
fruit bats feeding from palm sap collection vessels, and 
some collectors place cloth over the opening of the vessel 
to prevent this (investigational team observation). In fact, 
a greater proportion of case-patients in our study collected 
palm sap, drank from the palm sap collection vessel, or had 
a family member who collected palm sap; however, these 
differences were not statistically signifi cant. The power of 
our study to detect exposure risks was limited by the out-
break size. Therefore, until additional data are available, 
remaining cautious of date palm sap collection vessels, es-
pecially those visibly contaminated with fruit bat excreta or 
carcasses, would be prudent.

Numerous investigators have found serologic evidence 
suggesting that fruit bats of the genus Pteropus are the 

reservoir hosts for NiV (23,24), and there are reports of 
NiV isolation from bat urine (20,25) and partially eaten 
fruit (20). Unpublished laboratory data from the Bangla-
desh investigation have not supported the presence of an 
intermediate or primary reservoir host other than P. gigan-
teus. Available data from this study, therefore, suggest di-
rect transmission of NiV to humans through contact with 
bat secretions or excretions (saliva, urine, guano, partially 
eaten fruit) during fruit-tree climbing.

Although indirect contact with bats may have been the 
primary means of infection for this outbreak, Hsu and oth-
ers (19) demonstrated that contact with ill cows was asso-
ciated with an increased risk for NiV infection during the 
2001 Bangladesh NiV outbreak. Therefore, intermediated 
hosts should be considered in future NiV outbreaks in Ban-
gladesh.

In contrast to the patients in the Malaysia and Singa-
pore outbreaks (5,16,17,25,26), most of the Bangladesh 
population (and all of the case-patients included in this 
study; data not shown) are practicing Muslims who do not 
consume pork and who avoid contact with pigs. None of 
the case-patients and controls in our study population re-
ported any contact with pigs or pig excreta, so it is unlikely 
that these animals played a role in this outbreak.

Clustering of cases within households was a prominent 
feature of this outbreak (Figure 2); 1 household contained 
3 case-patients, all brothers of ages 7–15 years. However, 
the longest estimated incubation periods (duration from 
symptom onset to fi rst known exposure to a NiVE family 
member) within the clusters reported here were less than 
the currently recognized 4-day minimum (7). This fi nding 
suggests that the family clustering may have resulted from 
a common source of infection (e.g., a specifi c tree they 
climbed, fruit they consumed, or palm sap collection ves-
sel they were in contact with) rather than person-to-person 
transmission. Our data also show strong associations be-
tween NiV infection and visiting a hospital. However, be-
cause the participants were asked if they had visited a hos-
pital within a range of dates (December 15, 2003–February 
3, 2004) and not a specifi c date, we were unable to deter-
mine if they were ill with NiV before visiting the hospital or 
whether they acquired their infection there. Some accounts 
in the literature suggest person-to-person transmission of 
NiV; therefore, it is plausible that someone could acquire, 
through contact with a patient’s secretions or excretions, 
an NiV infection while visiting a hospital (6,10,20). Nev-
ertheless, the most probable explanation for the observed 
association is that NiV encephalitis patients during this out-
break were severely ill, requiring hospitalization.

Although person-to-person transmission may have oc-
curred in this outbreak, the initial infection (index case) 
may have occurred through contact with bat secretions 
rather than contact with an intermediate host. A limitation 
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of our study is that we were unable to identify a specifi c 
mechanism by which person-to-person transmission may 
have occurred. NiV has been isolated from the respiratory 
secretions and urine of patients in the Malaysia, Singapore, 
and current Bangladesh outbreaks (3,8,32,33), which sug-
gests a potential for NiV to be transmitted from person 
to person. Data based upon chain-of-transmission events 
and clustering of cases during other 2003 and May 2004 
Bangladesh outbreaks led investigators to conclude that 
human-to-human transmission may have occurred (3,19). 
Therefore, given the potential for household or nosocomial 
transmission, we recommend the use of personal protective 
equipment (i.e., gloves, masks, gowns, and eye protection); 
strict hand hygiene and surface disinfection during and af-
ter contact with an NiVE patient; isolation of patients with 
confi rmed or suspected NiV infection; and proper disposal 
of potentially contaminated materials.

In summary, tree climbing, a behavior largely engaged 
in by young boys, was associated with an increased risk for 
NiV infection; although the exact mode of transmission is 
unclear. Our data do not rule out the potential for person-to-
person transmission. If person-to-person transmission were 
extremely effi cient, the conditions and population density 
of Bangladesh (≈1,000 persons/km2; total population 141 
million/144,000/km2) may have resulted in a much larger 
outbreak. Indeed, a study among health workers in Ban-
gladesh did not fi nd evidence of incidental transmission to 
persons caring for patients hospitalized with Nipah-related 
illnesses (34). Bat-to-human was the most probable route 
of transmission in Goalando; however, some undetermined 
intermediate or incidental hosts cannot be ruled out. Pe-
riodic introductions of NiV to human populations in this 
region may continue to occur because of the overlapping 
nature of human and pteropid bat habitats. Moreover, bat–
human interactions are likely to increase due to bat habitat 
loss because the few fruit trees that remain will likely be 
found in close proximity to human dwellings (Figure 1).

As a prevention measure, we recommend avoiding 
contact with fruit bats and their secretions/excretions. We 
also encourage persons to wash and/or peel fruit, in ad-
dition to washing their hands, before preparing meals or 
consuming fruit. Greater understanding of the relationships 
between pteropid fruit bats, NiV, and its transmission to hu-
mans might offer additional strategies for safe coexistence 
and disease prevention for Bangladesh and other countries 
where fruit bats reside. Finally, because the geographic 
range of this highly lethal pathogen may correspond to the 
distribution of the genus Pteropus, including parts of China 
and Australia, most of the Indian subcontinent, and South-
east Asia (12,30), factors that promote transmission from 
bats to humans need to be defi ned and the role of person-to-
person transmission needs to be better characterized.
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We investigated the effects of deforestation on mi-
croclimates and sporogonic development of Plasmodium 
falciparum parasites in Anopheles gambiae mosquitoes 
in an area of the western Kenyan highland prone to ma-
laria epidemics. An. gambiae mosquitoes were fed with P. 
falciparum–infected blood through membrane feeders. Fed 
mosquitoes were placed in houses in forested and deforest-
ed areas in a highland area (1,500 m above sea level) and 
monitored for parasite development. Deforested sites had 
higher temperatures and relative humidities, and the overall 
infection rate of mosquitoes was increased compared with 
that in forested sites. Sporozoites appeared on average 1.1 
days earlier in deforested areas. Vectorial capacity was es-
timated to be 77.7% higher in the deforested site than in the 
forested site. We showed that deforestation changes micro-
climates, leading to more rapid sporogonic development of 
P. falciparum and to a marked increase of malaria risk in the 
western Kenyan highland.

Land use changes in the form of deforestation and 
swamp cultivation have been occurring rapidly in the 

western Kenyan highlands because of unprecedented hu-
man demand for forest products and land for agricultural 
cultivation (1,2). In the East African highlands, 2.9 million 
hectares of forest were cleared between 1981 and 1990, rep-
resenting an 8% reduction in forest cover in 1 decade (3). 
As has been observed in the Usambara Mountains of Tan-
zania (4) and in the southwestern highlands of Uganda (5), 

land use change in Kenya may have exacerbated malaria 
epidemics caused by Plasmodium falciparum parasites and 
its mosquito vectors Anopheles gambiae and An. funestus 
(6–9), although other factors may have also contributed to 
the surge in epidemics, including global warming (10,11), 
climate variability (12), and drug resistance (4,13). Land 
use change can infl uence malaria transmission by increas-
ing the temperature and decreasing the humidity of vector 
mosquito habitats. This in turn affects biting, survival, and 
reproductive rates of vectors (8,9,14,15).

Temperature changes will also shorten the development 
time of P. falciparum in mosquitoes (16–18). Development 
of malaria parasites in mosquitoes (sporogony) involves a 
sequential process of developmental steps. Gametocytes 
ingested by anopheline mosquitoes develop into zygotes, 
ookinetes, oocysts, and eventually sporozoites in the sali-
vary glands, ready for transmission to the next human host. 
Generally, the extrinsic incubation period of P. falciparum 
is inversely correlated with temperature. At 27°C, the ex-
trinsic incubation period of P. falciparum from zygotes to 
sporozoites was found to be 12 days (19,20). The relation-
ship between temperature and extrinsic incubation period 
is not linear because small changes at low temperatures can 
have proportionally large effects on parasites’ extrinsic in-
cubation period. Thus, geographic distribution of malaria 
is confi ned within climates favoring its extrinsic cycle, pro-
vided that other conditions do not limit mosquito survival 
(21). In turn, duration of the sporogonic development of 
malaria parasites in mosquitoes is an important component 
of vectorial capacity. Vectorial capacity measures the po-
tential rate of contact between infectious vectors and sus-
ceptible hosts.

The objective of this study was to assess the effect 
of deforestation on the microclimate (temperature and 
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humidity) of houses where mosquitoes normally reside 
with their parasites and to investigate how these micro-
climate changes affect the sporogonic development of the 
malaria parasite within An. gambiae. Humidity may not 
have a direct effect on the sporogonic development of ma-
laria parasites, but it may affect mosquito survival through 
the combined effect of temperature and humidity (satura-
tion defi cit). We hypothesized that land use changes in 
the highlands alter the microclimatic conditions of vector 
mosquitoes and their parasites, subsequently enhancing 
malaria risk in the area.

Materials and Methods

Study Sites
This study was conducted at a highland site in Iguhu 

village (34°45′E, 0°10′N, 1,430–1,580 m above sea level) 
in Kakamega district in western Kenya. A lowland site in 
Kisian village (34°75′E, 0°10′S, 1,190 m above sea level) 
in Kisumu district in western Kenya was studied for com-
parison. The highland area of Kakamega district has 2 rainy 
seasons and ≈1,800 mm of rainfall per year. The long rainy 
season usually occurs between mid-March and May, with 
an average monthly rainfall 150–260 mm, and the short 
rainy season usually occurs between September and Octo-
ber, with an average monthly rainfall of 165 mm. Malaria 
prevalence peaks usually lag 1–2 months after the rain (22). 
The mean annual daily temperature is 20.8°C. A natural 
forest is located east of the study area, constituting ≈15% 
of the total area. The rest of the area is a continuum of for-
est in different states of deforestation. A forested area was 
defi ned as an area having a tree canopy cover >60%. The 
deforested area has canopy cover <10%. The deforested 
area was once forested but the forest has been cut down. 
The predominant malaria vector species in the area is An. 
gambiae s.s (6,23).

We also studied 1 lowland site (Kisian) as a compari-
son site for parasite development. Kisian (1,200 m above 
sea level) is fl at land located on the shores of Lake Vic-
toria where malaria transmission is perennial and malaria 
vectors include An. gambiae s. s., An. arabiensis, and An. 
funestus (24,25). The land cover type in Kisian is primarily 
farmland with little tree canopy coverage; thus, Kisian is 
classifi ed as a deforested area. The average minimum and 
maximum temperatures during 1970–2000 were 15.0°C 
and 28.4°C, respectively. The average annual rainfall with-
in this same period was ≈1,400 mm.

Selection of P. falciparum Gametocyte Carriers
The study population was primary school students in 

Iguhu. Children 5–14 years of age were recruited for this 
study and were screened monthly for P. falciparum game-

tocytes in their blood. The ethical review boards of the Ke-
nya Medical Research Institute, Kenya, and the University 
of California, Irvine, reviewed and approved the protocol 
for screening of P. falciparum gametocyte carriers and sub-
sequent mosquito infections. Parents or guardians, as well 
as the children involved in the study, signed a consent or 
assent form to participate in this study.

Mosquito Infection
Students (gametocyte carriers) who had >40 game-

tocytes/μL of blood and who consented to participate in 
the study were asked to donate 10 mL of blood, which 
was obtained by a clinician. Butterfl y needles were used 
in drawing the blood into a heparinized tube. This blood 
was immediately centrifuged at 2,000 rpm for 5 min. The 
supernatant (serum) was discarded and replaced with hu-
man AB serum (Cambrex Bio Science, Walkersville, MD, 
USA). All equipment used was warmed to 37°C. After re-
placement of the serum, the blood was placed in warmed 
artifi cial membrane feeders. An. gambiae mosquitoes were 
placed in paper cups at a density of 60/cup and allowed to 
feed on the infected blood for 30 min. Fed mosquitoes were 
divided and placed in 3 cages (30 cm3), which were hung 
in bedrooms of houses in deforested and forested areas in 
Iguhu and in the lowland site. Four houses were used at 
each site. At each mosquito feeding, 600 mosquitoes were 
provided an opportunity to blood feed and an average of 
60–80% of mosquitoes took a blood meal. Fed mosquitoes 
were distributed equally in cages at the 3 sites. An. gambi-
ae mosquitoes used in this experiment were obtained from 
the village of Iguhu but had been bred in an insectary and 
adapted to feed from a membrane feeder. All gametocyte 
donors were treated with amodiaquine by the clinicians in 
Iguhu Health Centre. Feeding of mosquitoes was conducted 
in a secure, insect-proof room at the Iguhu Health Centre. 
Fed mosquitoes were transported to different sites in paper 
cups placed in cool boxes.

Dissection for Oocysts and Sporozoites
Starting at 5 days after mosquitoes were exposed to 

different house environments, 30 mosquitoes from each 
cage at each site were dissected daily in 2% mercurochrome 
and examined for oocysts. The gut of each mosquito was 
carefully drawn out of the abdomen and observed under 
a light microscope. Infected mosquitoes were counted and 
the number was recorded; the oocyst load was expressed 
as number of oocysts per infected mosquito. Dissection for 
sporozoites started on day 9 postinfection. Salivary glands 
of each mosquito were taken from the thorax and crushed 
under a coverslip. This material was then observed under 
a microscope for sporozoites. This part of the study was 
conducted during April–November 2005.
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Climate Data Collection
HOBO data loggers (Onset Computer Corporation, 

Bourne, MA, USA), which are devices for measuring tem-
perature and humidity, were placed inside all experimental 
houses where the duration of sporogony of P. falciparum 
was measured to record temperature and relative humid-
ity hourly. Data loggers were suspended from the roof 2 m 
above the ground. Outdoor temperature was recorded by 
using these data loggers placed in standard meteorologic 
boxes 2 m above the ground. All selected houses had a data 
logger for indoor and outdoor microclimate measurements. 
These data were offl oaded from the data loggers by using 
a HOBO shuttle data transporter (Shuttle; Onset Computer 
Corporation) and downloaded to a computer by using Box-
Car Pro version 4.0 (Onset Computer Corporation).

Statistical Analysis
Daily mean maximum, mean, and minimum tempera-

tures were calculated from hourly temperature and hu-
midity data recorded throughout the experimental period. 
Analysis of variance with repeated measures was used to 
compare monthly mean (based on the average per house 
in each site) temperatures throughout the entire study pe-
riod. Analysis of variance was also used to test the effect 
of site (a fi xed effect with 3 levels: forested, deforested, or 
lowland) and donor child (a random effect) on the average 
(per cage) time to sporozoite detection, the average (per 
cage) oocyst load, or the infection rate. Time to sporozo-
ite infection was defi ned as the time postinfection needed 
for sporozoites to appear in dissected mosquitoes. Infection 
rate was defi ned as the proportion of mosquitoes contain-
ing oocysts or sporozoites per total number of mosquitoes 
dissected in each cage. This proportion was arcsin square 
root transformed before analysis. Oocyst load was defi ned 
as the average of oocyst counts in all the positive mosquito 
midguts. A total of 34 membrane feedings (34 gametocyte 
donors) were conducted; 29 feedings yielded infection rates 
>10% and were used in the data analysis. Analyses were 
performed with the JMP statistical package (26).

To evaluate how the time for sporozoite development 
affects vectorial capacity, we used the formula of Mac-
Donald (17). For this analysis, vectorial capacity = ma2pn/
(–ln(p)), in which m is the relative density of vectors in 
relation to human density, a is the average number of per-
sons bitten by 1 mosquito in 1 day, p is the proportion of 
vectors surviving per day, and n is the duration of sporog-
ony in days. Therefore, vectorial capacity is the number 
of future infections that will arise from 1 current infective 
case. Vector abundance was calculated from the population 
dynamics data from the study area during June 2003–June 
2004 (27), which was stratifi ed by land use type. Parameter 
a was calculated as 2/fi rst gonotrophic cycle duration that 
we estimated from the same study site (8), which was also 

stratifi ed by land use type, assuming that double feeding 
is required for 1 gonotrophic cycle. Parameter p was esti-
mated from results of our previous study on adult survival 
in the same setting, which is an approximation to observed 
age-dependent survival (9). Duration of sporogony was 
calculated on the basis of data from the present study.

Results

Indoor Environment
Mean indoor temperatures in experimental houses dur-

ing the entire experimental period differed signifi cantly 
among the 3 sites (forested area 21.5°C, deforested area 
22.4°C, lowland 23.9°C; F2,8 4.5, p<0.05) (Figure 1). Post 
hoc contrast showed a difference between the lowland and 
either highland site. Indoor maximum and minimum tem-
peratures mirrored this difference. Mean indoor humid-
ity within experimental houses also differed signifi cantly 
among the 3 sites (forested area 75.9%, deforested area 
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Figure 1. Monthly average value of daily maximum (A), mean (B), 
and minimum (C) indoor temperatures in forested and deforested 
areas in western Kenyan highland (Kakamega) and deforested 
lowland (Kisian), April–November 2005. 
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60.6%, lowland 64.7%; F2,8 8.1, p<0.05) (Table 1). Post hoc 
contrast showed a signifi cant difference between the low-
land and both highland sites and between the forested and 
deforested areas in the highland (F1,7 = 14.5, p<0.001).

Outdoor Environment
Mean outdoor temperatures within the experimental 

houses during the entire experimental period differed sig-
nifi cantly among the 3 sites (forested 19.0°C, deforested 
19.9°C, lowland 22.4°C; F2,8 = 58.1, p<0.0001). Post hoc 
contrast showed a signifi cant difference between the low-
land and either highland site, and also between the forested 
and deforested areas in the highland (F1,8 = 82.8, p<0.05). 
Indoor maximum and minimum temperatures mirrored this 
difference. Mean outdoor humidity did not differ among 
the 3 sites (F2,8 = 2.6, p>0.05); this was true also for maxi-
mum and minimum humidity values.

Parasite Infection and Development
The number of oocysts in a mosquito ranged from 1 to 

98. The proportion of mosquitoes that carried P. falcipar-
um infection (either oocysts or sporozoites) differed signifi -
cantly among the sites (F2,30 = 12.1, p<0.0001) (Figure 2, 
panel A), and post hoc contrast indicated a signifi cant for-
ested–deforested difference within the highland site (F1,30 = 
16.5, p<0.0001). Mean oocyst intensity was affected by land 
use type (F2,30 = 6.5, p<0.01) (Figure 2, panel B). Time for 
sporozoite development differed between sites (F2,13 = 9.1, 
p<0.01), and post hoc contrasts indicated a signifi cant dif-
ference between forested and deforested areas in the high-
land site (F1,13 = 6.9, p<0.05) (Figure 2, panel C), and the 
lowland site exhibited the shortest sporozoite development 
time. Post hoc contrasts did not result in different conclu-
sions from the alternative approach of reducing the number 
of factor levels in the dataset (e.g., comparing forested with 
deforested sites in the absence of lowland data).

Effects of Deforestation on Vectorial Capacity
Vectorial capacity at the 3 study sites was estimated by 

using the formula of MacDonald (17). Female A. gambiae 
mosquito density (m) was estimated to be 3.05 mosqui-
toes/person/day in the highland forested area, ≈4.64 in the 
highland deforested area, and ≈8 in the lowland site (27). 
We estimated vectorial capacity to be 77.7% higher in the 
deforested area than in the forested area in the highlands 
(Table 2).

Discussion
Environmental changes, whether natural phenom-

ena or the result of human intervention, alter the ecologic 
context within which vectors and their parasites breed, de-
velop, and transmit disease (28). Large-scale conversion of 
tropical forests for agricultural purposes can change sur-
face properties (e.g., soil wetness, refl ectivity, and evapo-
ration rates) of an area, leading to changes in local climate 
(29–31). Bounoua et al. (32) reported that in the tropics and 
subtropics, conversion warms canopy temperature by 0.8°C 
year round. Our study established the role of deforestation 
on local microclimate and on the sporogonic development 
of P. falciparum in An. gambiae mosquitoes from the west-
ern Kenyan highlands. Deforestation appears to alter the 
climate in highlands, in particular, making it warmer and 
less humid. Ingestion of P. falciparum gametocytes by An. 
gambiae mosquitoes is more likely to result in infection, 
and the development time for oocyts and sporozoites is 
shorter in deforested sites than in forested sites. Given the 
established effects of temperature on P. falciparum devel-
opment, we conclude that changes in climatic conditions 
caused by deforestation have caused changes in parasite 
infection rates and development.

Our results are supported by those of other studies. 
Okech et al. (33) showed that in different microhabitats 
with different temperatures in a lowland site in western 
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Figure 2. Mean infection rate (A), mean oocyst intensity (B), and time to sporozoite detection (C) in forested and deforested areas in 
western Kenyan highland (Kakamega) and deforested lowland (Kisian), April–November 2005. Error bars represent standard error.
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Kenya, increasing temperatures led to an increase in infec-
tion rates of An. gambiae mosquitoes fed on blood infected 
with P. falciparum gametocytes. However, as with our 
study, in the study of Okech et al. (33), oocyte densities did 
not differ with increasing temperatures. Noden et al. (19) 
examined the effect of temperature on development of P. 
falciparum in An. stephensi mosquitoes (normally a vector 
of rodent malaria) and found that the rate of ookinate de-
velopment was lengthened as temperature decreased from 
27°C to 21°C. They concluded that temperature affects 
sporogonic development of P. falciparum in anophelines 
by altering kinetics of ookinete maturation.

Our study has implications for understanding the ef-
fects of deforestation on malaria risk in the western Kenyan 
and other Africa highlands. Force of malaria transmission 
may be measured by using vectorial capacity. Duration of 
sporogony of P. falciparum in mosquitoes is exponential-
ly related to vectorial capacity (17). If daily survival and 
biting frequency of a vector are assumed to be constant, 
decreasing the duration of sporogony leads to an increase 
in vectorial capacity. In our study, deforestation led to a 
decrease in duration of sporogony of P. falciparum by 1.1 
days. Together with other factors that were also infl uenced 
by deforestation, such as increased mosquito density, bit-
ing frequency, and enhanced survivorship, This decrease 
translates into an increase in vectorial capacity of An. gam-
biae mosquitoes by 77.7%. The implication of this fi nding 
is that deforestation in the western Kenyan highlands could 
potentially increase malaria risk. In African highlands 
where temperature is an important driving factor for malar-
ia and the human population generally has little functional 
immunity (34), relationships between land use, microcli-
mate, and malaria should be carefully considered during 
economic development planning to mitigate the effects of 
malaria on human health.
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Table 2. Estimated vectorial capacity of Anopheles gambiae mosquitoes in forested and deforested areas, western Kenyan highland 
and lowland* 
Site Land use type m a N P Vectorial capacity 
Highland Forested 3.05 0.198 13.9 0.927 0.54
Highland Deforested 4.64 0.233 12.8 0.917 0.96
Lowland Deforested 7.85 0.465 11.7 0.923 8.30
*m, relative density of vectors in relation to humans; a, average no. children bitten by 1 mosquito in 1 day; n, duration of sporogony in days; P, proportion 
of vectors surviving per day. See text for details on data source and assumptions made for calculating each variable. 

Table 1. Climatic conditions and Plasmodium falciparum infection in Anopheles gambiae mosquitoes fed infected blood meals 
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Mean ± SD indoor 
temperature, °C 

Mean ± SD indoor 
relative humidity, %

No. membrane 
feedings

No. feedings 
resulting in infection 

Total no. 
mosquitoes
dissected

Range of 
infection
rates,† % 
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*Superscript letters after values indicate results of Tukey-type multiple comparison tests. Values with the same superscript letter in the same column were 
not statistically significant (p = 0.05). 
†Infection rate refers to proportion of dissected mosquitoes that were infected with P. falciparum oocysts or sporozoites. 
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Since 1999, West Nile virus (WNV) disease has af-
fected the northeastern United States. To describe the spa-
tial epidemiology and identify risk factors for disease inci-
dence, we analyzed 8 years (1999–2006) of county-based 
human WNV disease surveillance data. Among the 56.6 
million residents in 8 northeastern states sharing primary 
enzootic vectors, we found 977 cases. We controlled for 
population density and potential bias from surveillance and 
spatial proximity. Analyses demonstrated signifi cant spatial 
spreading from 1999 through 2004 (p<0.01, r2 = 0.16). A 
signifi cant trend was apparent among increasingly urban 
counties; county quartiles with the least (<38%) forest cover 
had 4.4-fold greater odds (95% confi dence interval [CI] 1.4–
13.2, p = 0.01) of having above-median disease incidence 
(>0.75 cases/100,000 residents) than counties with the most 
(>70%) forest cover. These results quantify urbanization as 
a risk factor for WNV disease incidence and are consistent 
with knowledge of vector species in this area.

West Nile virus (WNV) disease arrived in the United 
States in 1999 in New York City, yet how the disease 

became established and details concerning the nature of the 
transmission cycle in the United States remain unclear. 
Experience in the northeastern United States suggests an 
urban concentration of human WNV disease cases (1,2); 
however, environmental factors, such as urbanization, that 
underlie the patterns of transmission to humans have not 
been explicitly evaluated. We used human surveillance 
data to describe and quantify the spread of WNV cases in 
the northeastern United States and empirically tested the 
hypothesis that human WNV disease is linked to the urban 
environment independent of human population density.

In the northeastern United States, a mainly urban cycle 
of WNV transmission is supported by the role of bird and 
mosquito species. This enzootic cycle occurs in urban bird 
species; human cases occur in late summer (2–7). Culex 
pipiens Linnaeus is the most commonly implicated mos-
quito vector in the maintenance of WNV in birds (1,2,8,9). 
In the northeastern United States, this species feeds on birds 
found in urban areas, such as the American robin (Turdus 
migratorius), house sparrow (Passer domesticus), and Eu-
ropean starling (Sturnus vulgaris) (2,10). The role of Cx. 
pipiens mosquitoes as primary WNV vector is supported 
by consistent isolations of WNV from mosquitoes captured 
in surveillance traps (8,11–14) and by associations between 
virus-infected mosquitoes and dead-bird reports (15).

A more contentious issue is the role of different mos-
quito species in transmitting, or bridging, WNV between 
birds and other vertebrates, including humans. Cx. pipiens 
mosquitoes are known to breed in the organically rich wa-
ter of artifi cial containers frequently found in urban areas 
(16–18). Habitat modeling of potential WNV vectors in 
the northeastern United States indicates an urban focus 
for Cx. pipiens mosquitoes (19). However, its tendencies 
to mostly feed on birds make it an unlikely bridge vec-
tor, although other researchers have suggested that this 
species exhibits late season host switching to humans (5). 
Aedes vexans and Cx. salinarius mosquitoes have been 
implicated as bridge vectors in this region (1–3) because 
of their abundance and more nonspecifi c feeding patterns 
(20). Although both are present in urban areas, other land 
uses have been found to be more predictive of their distri-
bution (19). These other studies do not indicate whether 
human incidence would be linked to the same ecological 
factors driving enzootic transmission.
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In this study, we explicitly tested whether both enzoot-
ic and bridge transmission occur in urban areas by evaluat-
ing human WNV disease and degree of urbanization within 
counties. We estimated the initial spatial spread in time to 
fi rst case in Queens, New York, the site of fi rst WNV de-
tection (21), from 1999 through 2006. We also examined 
the trend for increasing incidence with decreasing forest 
cover while attempting to control for surveillance efforts 
and removing the effect of spatial proximity. The methods 
provide an example of how surveillance data with low spa-
tial resolution can be used to quantify risk.

Methods
The study was focused in 8 northeastern states (Con-

necticut, Delaware, Massachusetts, Maryland, New Jer-
sey, New York, Pennsylvania, and Rhode Island) where 
the same mosquito species are likely to act as primary 
vectors. States to the north of the study area have had lim-
ited numbers of cases and may involve different mosquito 
species. States farther south and west are likely to involve 
different species of mosquitoes; hybridization between 
Cx. pipiens and Cx. quinquefaciatus is more common in 
southern latitudes (16).

Human Incidence Data
We used annual numbers of human WNV cases re-

ported to the Centers for Disease Control and Prevention 
(CDC) from 1999 through 2006. Human case data were 
acquired through multiple sources but met the CDC case 
defi nition, which includes clinical disease with laboratory 
confi rmation. Data for 1999 were extracted from the Mor-
bidity and Mortality Weekly Report (22), and data for 2000 
were downloaded from the National Atlas website (http://
nationalatlas.gov; 23). Human case data for 2001 through 
2006 were downloaded from the US Geological Survey 
maps page (http://nationalatlas.gov/printable/wnv.html; 
24). To protect anonymity, human data from these sources 
are compiled at the county level. All other data were ag-
gregated by county to match this resolution.

Geographic Data
County boundaries for the United States and 2000 cen-

sus data were downloaded from the National Atlas web-
site (http://nationalatlas.gov/boundaries and http://national
atlas.gov/people), and county centroids were identifi ed to 
facilitate the calculation of distances between counties. 
Land-use data were downloaded by state from the US 
Geological Survey National Land Cover Institute (http://
landcover.usgs.gov/natllandcover.php; 24). Percentage of 
land cover class by county was extracted by using Frag-
stats Software (25). Land uses classifi ed as low-intensity 
residential, high-intensity residential, commercial/indus-
trial/transportation, and urban/recreational grasses were 

grouped into a class called urban. Land uses classifi ed as 
deciduous, evergreen, and mixed forest were grouped into 
a class called forest. These 2 land use types were consid-
ered biologically relevant to the study question.

Statistical Analyses
To document evidence for the temporal and spatial 

spread of WNV disease, we generated cumulative inci-
dence curves by state and by year and examined the dis-
tance between counties with cases. Time-to-fi rst-case de-
tection (in years) was used as the outcome predicted by 
distance to the origin, which was Queens, New York. For 
distance calculations, we ignored counties reporting no 
WNV disease cases because the fi rst case is theoretically 
still to be determined. To visualize WNV disease spread, 
we plotted the mean incidence by year, using the spatial 
statistics tools of ArcGIS (26).

Distance measures were then used to adjust for the ef-
fect of spatial proximity in the regression analyses (27). 
Incorporating measures of spatial proximity in a regression 
model removes the effect of spatial structure that might 
otherwise result in overestimation of the strength of the as-
sociation between the outcome, WNV incidence, and the 
explanatory environmental variables (28,29).

Logistic regression modeling was initially used to 
identify the relevant predictors and to quantify their rela-
tive effects by calculation of odds ratios (ORs). Number 
of cases per county was standardized by using the 1990 
US Census population density. Cumulative WNV dis-
ease incidence data from 1999 through 2006 were di-
chotomized at their median to provide 2 categories of 
high and low risk. Predictor variables, percent urban, 
percent forested, county area, and per capita county in-
come were stratifi ed by quartiles. Logistic models were 
tested by using the Hosmer-Lemeshow goodness-of-fi t 
test. The best model was selected based on the Akaike 
information criterion (AIC), which is a measure of fi t 
that accounts for the number of parameters in the model. 
Models within 2 AIC units are considered comparable; 
models within 7 AIC units have less support but are still 
comparable; and models with differences >10 AIC units 
are not comparable (30). The relationship between in-
creasing cases and decreasing percentage of forested 
land was tested by using generalized least-square regres-
sion in STATA (31).

A risk model of total incidence was developed by us-
ing log (count +1) transformed incidence as the response 
variable and the variables identifi ed as important in the lo-
gistic regression analyses as predictors. To obtain a better 
fi t, predictor variables were entered as continuous values 
for this regression. The κ statistic was used to assess agree-
ment greater than chance between the median dichotomized 
original incidence and the predicted incidence, for which 
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<0.21 is considered slight to poor and >0.61 is considered 
substantial to almost perfect (32).

All models were initially run using only the land-use 
predictors; and the Moran I test was used to assess whether 
closer observations were more similar than those farther 
apart. This fi nding of an association based on spatial loca-
tion could indicate that proximity, rather than environmen-
tal factors, explains the distribution of disease incidence. 
Distance variables control for this potential spatial proxim-
ity effect and refl ect the presumed biological relationships 
within the data.

The models were also adjusted for surveillance effort. 
Human disease surveillance data must be interpreted with 
knowledge of the biases inherent to its collection (33). Coun-
ty per capita income was used as a measure of potential in-
vestment in surveillance and laboratory testing, as has been 
used in prior studies of surveillance for animal rabies (34).

Results

The Epidemic
From 1999 through 2006, the 204 counties in the 8 

states reported 977 WNV disease cases (county mean 
4.8, SD 8.7, median 1, range 0–49) (Table 1). The me-
dian county incidence over the 8-year interval was 0.75 
cases/100,000 residents (mean 1.77, SD 3.0, range 
0–20.2/100,000). The median incidence, excluding 
counties with no reported cases, was 1.70/100,000 resi-
dents (mean 2.94, SD 3.45, range 0.22–20.2/100,000) 
(Figure 1). The highest incidence occurred in Forest 
County, (20.2/100,000), followed by Cameron County 
(16.8/100,000) and Adams County (15.3/100,000), all ru-
ral counties in central Pennsylvania with very few cases 
(Forest County n = 1, Cameron County n = 1, and Adams 
County n = 14 [13 in 2003, 1 in 2004]), and small popula-
tions, probably representing data outliers.

Associations Based on Spatial Proximity
A cursory examination of the epidemic curve of WNV 

cases reported from each state during the 8-year study in-
dicated that peak incidence was broadly overlapping in all 

states (Figure 2, panel A). However, cumulative distribu-
tion functions of total WNV cases (Figure 2, panel B) by 
year indicated that New York experienced its median case 
earlier in the regional epidemic than did other states (Mas-
sachusetts, New Jersey, and Connecticut), which suggests 
a spatiotemporal spread of WNV. Because a spatial compo-
nent to spread was evident, we evaluated distance between 
counties to assess the spatial relationship between coun-
ties and to control for the effect of spatial proximity. The 
spatial component alone explained 15% of the variance in 
time to fi rst case when Queens, New York, was used as the 
origin (n = 123 counties with cases reported, p = 0.001). 
After 2004, no new counties reported WNV cases, and the 
incidence centroids of cases in 2005 and 2006 were close to 
one another and had shifted back toward the origin, which 
suggests that the disease may have reached endemicity in 
the region (Figure 3).
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Table 1. Incidence (per 100,000 persons) of West Nile virus disease in humans, northeastern United States, 1999–2006*  
State 1999 2000 2001 2002 2003 2004 2005 2006 Mean Median 25% IQR 75% IQR 
CT  0 0.11 0.70 1.97 5.15 0.11 0.7 1.06
DE 0 0 0 0.79 8.55 0 0.99 0 3.44 1.80 0.64 7.90
MA 0 0 0.44 2.57 2.19 0 0.61 0.27 0.43 0.11 0 0.93
MD 0 0 0.8 9.52 32.01 11.88 1.32 1.69 2.38 1.47 0 3.90
NJ 0 1.02 2.04 7.31 10.04 0.2 0.85 0.68 1.05 0.99 0.43 1.56
NY 3.18 2.45 1.19 21.03 18.78 2.44 2.95 2.03 0.87 0 0 1.25
PA 0 0 0.81 15.87 163.75 7.23 8.36 3.63 2.98 1.59 0 3.09
RI  0 0 0 0.16 2.57 0 0.16 0 0.58 0.60 0 1.13
Total 3.18 3.58 6.01 59.22 243.04 21.76 15.93 9.37 1.77 0.75 0 2.06
*IQR, interquartile range; CT, Connecticut; DE, Delaware; MA, Massachusetts; MD, Maryland; NJ, New Jersey; NY, New York; PA, Pennsylvania; RI, 
Rhode Island. 
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Figure 1. Box plot of total incidence of West Nile virus disease 
in humans, by county, for the 8 northeastern states in the study 
area (CT, Connecticut; DE, Delaware; MA, Massachusetts; MD, 
Maryland; NJ, New Jersey; NY, New York; PA, Pennsylvania; RI, 
Rhode Island). The box plot provides the median, lower, and upper 
quartiles; the standard deviation; and any data outliers. This plot 
excludes those counties that did not report cases. The outliers tend 
to be the few cases that occurred in areas with low populations.
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Environmental Risk Factors
Risk (high or low) for WNV cases was signifi cantly 

associated (by county quartile) with measures of urbaniza-
tion and with percentage of forested or urban land. Because 
these 2 measures were highly correlated, we used only a 
single measure in the fi nal analysis (Table 2). Total county 
area and other demographic indices (age) were not signifi -
cant predictors and are not shown.

A logistic regression of the median split for total in-
cidence with categorical predictor variables of percent-
age forested area and county-based per capita income 
showed that percentage of forested land (χ2 = 26.13, df = 
6, p<0.001) and percentage of urban land (χ2 = 5.62, df = 6, 

p = 0.02) were both signifi cant predictors of incidence (Ta-
ble 2). Both models provided a good fi t (forested: Pearson 
χ2 = 7.82, df = 9, p = 0.55; urban: Pearson χ2 = 3.26, df = 8, 
p = 0.92). No effect of spatial proximity was found among 
the residuals for either model (forested: Moran I = –0.008, 
Z = –0.49, p = 0.31; urban: Moran I = –0.002, Z = 0.40, 
p = 0.34).

To adjust for surveillance bias and the spatial rela-
tionship among proximal counties, we included the vari-
ables of county-based per capita income and distance from 
Queens, New York, respectively (Table 2). Both forested 
(χ2 = 36.67, df = 11, p<0.001) and urban (χ2 = 33.55, df = 
11, p<0.001) predictors were signifi cantly associated with 
WNV incidence and provided a good fi t (forested: Pearson 
χ2 = 209.27, df = 192, p = 0.19; urban: Pearson χ2 = 202.78, 
df = 192, p = 0.28). As before, no effect of spatial proxim-
ity was found in the residuals (forested: Moran I = –0.007, 
Z = –0.38, p = 0.35; urban: Moran I = 0.001, Z = 0.93, 
p = 0.18). Although all models were signifi cant and fi t the 
data, the latter model was preferred on the basis of AIC (not 
controlling for spatial proximity AICforested = 270.7, AICurban 
= 281.2; controlling for spatial proximity AICforested = 264.1, 
AICurban = 267.3) and included biologically relevant con-
trols for the effect that spatial proximity might have in es-
timating the association between the outcome, disease inci-
dence, and environmental variables of interest. A general, 
dose-dependent trend indicated increasing incidence as 
measures of urbanization increased (higher incidence with 
decreasing percentage of pixels classifi ed as forest in each 
county: χ2 = 9.47, df = 1, p<0.01; goodness of fi t χ2 = 3.50, 
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Figure 2. A) Epidemic curve of mean incidence (log+1 transformed) 
of West Nile virus disease in humans, by state, 1999–2006. The 
4 states depicted are representative of the variation among the 
8 states in the study area. CT, Connecticut; DE, Delaware; MD, 
Maryland; NY, New York. This graph shows the trend toward 
increasing incidence and a regional peak in 2003. NY seems to 
show a 2-year plateau with similar values for 2002 and 2003. B) 
Cumulative proportion of total cases for the 8 years also highlighting 
the 2003 regional peak but suggesting a spatial spread where 
cases started to rise earlier in NY than in states such as DE that 
were more distant from the epicenter.

Figure 3. Incidence of human West Nile virus disease cases in 
8 northeastern states, 1999–2006. Deviation ellipses indicate 
1 SD of the geographic mean yearly incidence calculated as the 
incidence weighted average in space for each county. Incidence 
is attributed to the county centroid. This graph shows the urban 
concentration along the Eastern Seaboard as well as the outliers 
in western Pennsylvania (1 case in counties with low populations). 
The 2005 and 2006 regression of the geographic mean incidence 
is also depicted.
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df = 2, p = 0.17; higher incidence with increasing percent-
age urban land: χ2 = 7.13, df = 1, p<0.01; goodness of fi t χ2 
= 1.98, df = 2, p = 0.37).

The logistic regression model of dichotomized total 
incidence for the 8 years of the study, controlling for in-
come (categorical variable by quartile) and for the effect of 
spatial proximity (distance variables), also showed a dis-
tinct trend of increasing incidence with percentage of for-
est cover; counties with <38% forest cover were 4.4× more 
likely (95% confi dence interval 1.4–13.2, p = 0.01) to have 
high WNV incidence than were counties with >70% forest 
cover (Table 2).

Predictive Model
We used the predictors identifi ed in the logistic regres-

sion analysis to develop a linear regression model to pre-
dict total incidence (log count + 1 transformed for a normal 
distribution), using the quartile percent forested land by 
county. Per capita income (as a continuous variable) was 
used to control for surveillance effort. This model explains 
9.7% of the variance in the total incidence (log count + 1) 
(p<0.001); however, the residuals indicated an effect due to 
spatial proximity (Moran I = 0.0349, Z = 5.925, p<0.001). 
Controlling for this spatial effect and surveillance effort 
resulted in a better model (r2 = 0.20, p<0.001; Moran I = 
–0.003, Z = 0.26, p = 0.40). The κ statistic indicated good 
agreement (κ = 0.343, SE = 0.066, Z = 5.22, p<0.001, 
agreement = 67.16%) between the predicted and the ob-
served outcomes when the binomial categorization of inci-
dence was used and resulted in 51 county incidence entries 
being correctly identifi ed as being below the median and 86 
being correctly identifi ed as being above the median. Errors 
were primarily in the direction of predicting the incidence 
above the median. When surveillance and spatial proximity 
were controlled for, the risk for WNV disease increased by 
0.25% for every 1% decrease in forest cover. For more di-
rect comparison with the logistic regression outcome, mov-

ing from the highest category of forest cover (>69.59%) to 
the lowest (<38.29%), resulted in a 6.16% increased risk 
for WNV disease.

Discussion
This study documents the concentration of WNV cases 

within urban areas of the northeastern United States and 
provides a quantitative estimate of the effect of varying 
degrees of urbanization on the risk for WNV infection at 
the county level. Land-use data were used to ascribe de-
gree of urbanization as a predictor for WNV disease risk; 
incidence models were generated, controlling for human 
population density, environment-based spatial associations 
in the predictors, and potential biases in WNV incidence 
reporting resulting from the unequal resource bases among 
counties.

Beginning in 1999, human WNV cases were reported 
in counties distant from Queens, New York, the presumed 
origin of infection. Although the epidemic initially ap-
peared to spread in a west/southwesterly direction in the 
8-state region examined, by 2005 the initial epidemic ap-
peared to wane, and reports of disease among newly affect-
ed counties dropped to zero. The resulting incidence maps 
suggest a WNV disease–endemic situation in the northeast-
ern United States. The initial spread was not continuous 
along neighboring counties; rather, greater incidence was 
seen in urban counties after controlling for human popu-
lation density, surveillance bias, and the effect of spatial 
proximity. The best model indicates 4× the risk for disease 
in the counties that fall in the lowest incidence quartile of 
forested land compared with the highest. The predictive 
nature of the data is also explored with the caveat that ad-
ditional predictor variables are needed; nonetheless, it in-
dicates increasing risk for WNV disease with decreasing 
forested lands.

The association between urban land use and human 
cases indicates that urban/suburban land use enhances en-
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Table 2. Odds ratios for median split incidence of West Nile virus diseases in humans, for significant variables*  
Adjusted Unadjusted 

Predictor OR (95% CI) Significance OR (95% CI) Significance 
% Forest land use, per quartile     

1st (<38.29) 4.40 (1.91–10.11) 0.000 4.36 (1.44–13.25) 0.009 
2nd (38.29–56.56) 3.09 (1.38–6.92) 0.006 2.86 (1.01–8.06) 0.047 
3rd (56.56–69.59) 0.84 (0.37–1.91) 0.675 0.81 (0.33–2.00) 0.644 
4th (>69.59) 1 NA 1 NA 

% Urban land use, per quartile     
1st (<1.68) 1 NA 1 NA 
2nd (1.68–4.66)  1.52 (0.68–3.39) 0.309 1.42 (0.54–3.76) 0.478 
3rd (4.66–15.13) 2.44 (1.09–5.43) 0.030 3.08 (0.94–10.12) 0.064 
4th (>15.13) 4.38 (1.91–10.03) 0.000 7.02 (1.78–27.71) 0.031 

*Variables categorized by percent of county classified as forested and percent of county classified as urban. Outcome categorized by median split to 
counties with low risk (incidence <0.75 cases/100,000 residents) and high risk (incidence >0.75 cases/100,000 residents). Overall trend is for increasing 
incidence with increasing measures of urbanization (for decreasing percentage forested land: 2 = 9.47, df = 1, p< 0.01, goodness of fit 2 = 3.50, df = 2, 
p = 0.17; for increasing percentage urban land: 2 = 7.13, df = 1, p< 0.01, goodness of fit 2 = 1.98, df = 2, p = 0.37). Both unadjusted and surveillance 
bias and spatial relationship adjusted ORs are provided. OR, odds ratio; CI, confidence interval; NA, not applicable. 
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vironmental conditions for both enzootic and bridge trans-
mission, at least at the county level. The spatial resolution 
of human surveillance data did not allow for fi ner evalua-
tion of within-urban associations. Brownstein et al. linked 
human WNV cases to greenness indices in urban areas and 
found an optimal vegetation index associated with higher 
human cases (35). Brown et al. found an environmental 
separation of bridge and enzootic vectors; bridge vectors 
occurred in areas with vegetation that might be associated 
with residential areas within a city (36). Finer spatial reso-
lution human data would allow for within-county analyses 
that might provide better estimations of where the cases 
(urban, periurban) are occurring. This would improve the 
predictive power of land use in the models, and the better 
association between land use and cases might help further 
elucidate which mosquito species are involved as bridge 
vectors.

Because of the type and resolution of the data, a sam-
ple predictive model, and not a predictive map, is provided. 
Nonetheless, the data and analysis provided are insightful 
as potentially predictive models. Additional data, such as 
bird abundance and perhaps also mammal abundance, are 
needed (37). Because of the often strict host and habitat 
preferences of mosquito species, mosquito surveillance 
data could also improve the predictive power and validity 
of the model. Our best predictive model explains only 20% 
of the variance; additional variables such as these might 
improve the model because the abundance of hosts and 
mosquito species will have a considerable effect on WNV 
transmission.

Despite the reluctance to use human surveillance data 
for models of disease transmission (33), such data can pro-
vide information about spatial associations in vector-borne 
disease as shown here and by others (34,38,39). This type 
of human surveillance modeling provides some useful in-
sight into the distribution of human WNV cases and sup-
ports the current understanding of the transmission cycle.

To predict WNV disease requires understanding of the 
factors driving both enzootic transmission and bridging to 
humans. Different data availability and scales are involved 
in studying these 2 processes. We took advantage of the 
national coverage of the human incidence dataset to exam-
ine the spatiotemporal spread of WNV in this region and to 
generate a risk model based on land use, adjusted for the 
effect from spatial proximity. We show that human surveil-
lance data at the county level are consistent with the urban 
nature of this disease system, as has been found in studies 
of enzootic transmission, indicating that the 2 processes oc-
cur in or near urban areas. 
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The number of deaths in England and Wales associ-
ated with gastrointestinal pathogens, norovirus in particu-
lar, in persons >65 years was estimated for 2001–2006. 
Regression analysis was used to model monthly counts of 
gastrointestinal pathogens in fecal samples from infected 
patients against monthly counts of deaths from infectious 
and noninfectious intestinal diseases. Data came from the 
Offi ce of National Statistics (death registrations from local 
registrars) and from the Health Protection Agency (laborato-
ry results).  Model results suggest that 20% (13.3%–26.8%) 
of deaths in persons >65 years of age caused by infectious 
intestinal disease other than Clostridium diffi cile were as-
sociated with norovirus infection in this period and that 13% 
(7.5%–18.5%) of deaths caused by noninfectious intestinal 
disease were associated with norovirus. An estimated 80 
deaths each year in this age group may be associated with 
norovirus infection.

Estimating the number of deaths associated with infec-
tion is challenging. Deaths resulting from infectious 

diseases tend to be underreported on death certifi cates (1). 
Similarly, laboratory reports record the pathogens detected 
but rarely record long-term outcomes, such as death or 
other sequelae. Routine hospital admissions and discharge 
data only record deaths that occur in hospital, and coding 
may not always be complete or accurate, especially if diag-
nostic results are not available (2,3).

Norovirus is the most common cause of acute gastro-
intestinal infections and causes most reported outbreaks 
of gastrointestinal disease in England and Wales (4). Out-
breaks occur more often during the winter months of Oc-
tober to March (5), but occasionally unexpectedly high 
activity can occur during the summer months (6). To date, 
no published data estimate the number of deaths from noro-

virus infections in the United Kingdom. We estimated the 
number of deaths associated with gastrointestinal pathogens 
by using previously reported methods (1,2,7–9) and, in par-
ticular, we estimated the seasonal contribution of norovirus 
to death in the elderly (>65 years of age). We also tested 
the hypothesis that the 2002–03 norovirus season, when a 
novel strain emerged (10), was associated with more patho-
genicity than were other norovirus seasons.

Methods

Data Sources

Laboratory Reports
The Health Protection Agency collects data from labo-

ratories around England and Wales on pathogens identifi ed 
in fecal samples from infected patients with gastrointestinal 
symptoms (11). Samples come from persons in the commu-
nity (taken by general practitioners), from persons involved 
in outbreaks (taken by Environmental Health Offi cers), and 
from hospitalized patients. Monthly counts (based on the 
date the specimen was taken) of positive specimens for 
January 2001–December 2006 were extracted for those 
>65 years of age. The organisms responsible for gastroin-
testinal diseases extracted for the analysis were Salmonella 
spp., Shigella spp., Campylobacter spp., Escherichia coli 
(not Shiga-toxin producing), enteric adenovirus, rotavirus, 
astrovirus, norovirus, Cryptosporidium spp., and Giardia 
spp. All other intestinal parasitic diseases were grouped 
together as other parasites. All bacterial pathogens were 
grouped by genera; e.g., all Campylobacter spp. were 
grouped together.

Mortality Statistics
The Offi ce of National Statistics (ONS) compiles mor-

tality statistics based on death registrations from local regis-
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trars in England and Wales. Cause-of-death information on 
death certifi cates is coded by ONS according to the Interna-
tional Classifi cation of Diseases, 10th revision. Annually, 
ONS provides HPA with a fi le of all deaths that mention an 
infectious disease code. Deaths with a code for an infec-
tious intestinal disease (ID), either as the underlying cause 
of death or a contributing cause of death, were extracted 
for 2001–2006 for persons >65 years of age (Table 1). We 
repeated the exercise for deaths that were considered to be 
caused by noninfectious ID. Deaths with any mention of 
Clostridium diffi cile were excluded from the analysis.

Statistical Analyses
Because most gastrointestinal pathogens are highly 

seasonal, we estimated the number of gastrointestinal-
related deaths by regressing monthly counts of laboratory 
reports on monthly counts of deaths. As we could not as-
sume monthly counts of deaths to be normally distributed, 
simple linear regression models were inappropriate. We 
modeled monthly counts of deaths as a Poisson distribu-
tion, which has properties appropriate for analysis of count 
data. We used generalized linear regression models, which 
are used to extend simple linear regression to incorporate 
other distributions, to model monthly deaths as a Poisson-
distributed outcome of laboratory reports of gastrointesti-
nal pathogens. 

Poisson regression also assumes that the data are not 
overdispersed (i.e., the variance is equal to the mean). 
Negative binomial models relax this assumption; we also 
considered negative binomial models, although they gave 
no qualitative differences in the results. To estimate the 
number of deaths that may be attributed to each pathogen, 
all models were fi tted by using STATA 10.0 (12).

Our approach assumed a fi xed proportion of labora-
tory reports for each organism to deaths over the period 
examined. The initial model included all laboratory reports 
for the extracted organisms as explanatory variables (Table 
2). A constant term was included in all models to account 
for deaths not explained by the seasonal variation in labora-
tory reports. Because the number of deaths reported in each 
year (from both infectious and noninfectious ID) exhibited 
an upward trend during the study period, an independent 
term, consisting of year and month, was fi tted to the model 
to account for this trend. In the initial full model, monthly 
deaths were modeled as a function of laboratory reports for 
each gastrointestinal pathogen (11 terms), the linear time 
variable, and a constant term (Table 2). Pathogens were 
removed if the coeffi cient was negative (because that was 
considered not biologically plausible) or if the variable was 
not signifi cant in the model (p>0.05) to give the most parsi-
monious model. Model coeffi cients are on the natural scale 
(i.e., they represent directly how many deaths are associ-
ated with each laboratory report). The number of deaths in 

each month was estimated by multiplying the coeffi cient 
from the regression model for the pathogen by the number 
of monthly laboratory reports for that pathogen. Norovirus 
activity is highly seasonal; therefore, the number of deaths 
was also calculated with the year beginning in July and 
ending in June.

We carried out 2 additional analyses to test whether the 
2002–03 season, when a novel norovirus strain emerged, 
was associated with increased pathogenicity. First, we 
tested for an interaction between the 2002–03 season and 
laboratory reports of norovirus. We looked for a signifi cant 
difference in the relationship between laboratory reports 
of norovirus and deaths in 2002–03 season compared with 
other seasons (i.e., effect modifi cation). A higher coeffi -
cient would indicate higher pathogenicity in this epidemic 
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Table 1. International Classification of Diseases, 10th Revision, 
codes used for defining deaths from infectious and noninfectious 
causes, England and Wales, 2001–2006 
Code Diagnosis
A00 Cholera
A01 Typhoid and paratyphoid fevers 
A02 Other Salmonella infections 
A03 Shigellosis
A04 Other bacterial intestinal infections (excludes A047, 

Clostridium difficile)
A05 Other bacterial foodborne intoxications 
A06 Amebiasis
A07 Other protozoal intestinal diseases 
A08 Rotaviral enteritis 
A09 Diarrhea and gastroenteritis of presumed infectious 

origin 
A212* Pulmonary tularemia 
A213* Gastrointestinal tularemia 
B462* Gastrointestinal mucormycosis 
K22* Other diseases of esophagus 
K229 Disease of esophagus, unspecified 
K29* Gastritis and duodenitis 
K299 Gastroduodenitis, unspecified 
K31* Other diseases of stomach and duodenum 
K319 Disease of stomach and duodenum, unspecified 
K521 Toxic gastroenteritis and colitis 
K528 Other specified noninfective gastroenteritis and colitis 
K529 Noninfective gastroenteritis and colitis, unspecified 
K92* Other diseases of digestive system 
K929 Disease of digestive system, unspecified 
T47* Poison agents primarily affecting the gastrointestinal 

system 
T478* Poisoning by other agents primarily affecting the 

gastrointestinal system 
T479* Poisoning by agent primarily affecting the 

gastrointestinal system unspecified 
Y53* Agents primarily affecting the gastrointestinal system 
Y538* Other agents primarily affecting the gastrointestinal 

system 
Y539* Agent primarily affecting the gastrointestinal system, 

unspecified
*Although these codes were used in the search, none yielded any results 
for use in our dataset. 
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season. Secondly, we calculated a ratio of deaths to labo-
ratory reports by dividing the number of deaths with any 
direct mention of viral gastroenteritis on the death certifi -
cate by the number of laboratory reports of norovirus in the 
corresponding year.

Results
During 2001–2006, a total of 1,136 deaths were re-

corded with any code for infectious ID and 1,736 for 
noninfectious ID (Figure 1). Infectious and noninfectious 
ID–associated deaths were correlated (R2 = 0.33, p = 0.10, 
Figure 1) and exhibited a wintertime seasonal pattern. Over 
the same period (2001–2006) in England and Wales, a total 
of 65,932 laboratory reports of the pathogens of interest 
were submitted for those >65 years of age. Summertime 
seasonality of the major bacterial pathogens and the win-
tertime seasonality of viral pathogens for this age group are 
illustrated in Figure 2, panels A–C.

Table 2 shows the comparisons of the best fi tting mod-
els for infectious and noninfectious ID–associated deaths. 
Norovirus was the only pathogen signifi cantly associated 
with monthly counts of infectious ID deaths (p<0.001). 

All other pathogens were removed from the model. In the 
noninfectious ID deaths model, astrovirus was also signifi -
cant (p = 0.02). Because astrovirus infection is rare in the 
elderly (4) and shares a similar seasonality with norovirus, 
we decided to leave it out of the fi nal model. A linear term, 
accounting for the general increasing trend in the num-
ber of deaths reported, signifi cantly improved the model 
(p<0.001) and was included in the fi nal estimation. Noro-
virus remained the only signifi cant pathogen in the model. 
Therefore, in the fi nal models the expected number of no-
rovirus deaths was modeled as a Poisson distribution of 
laboratory reports of norovirus and a linear time variable. 
Some slight overdispersion was evident in the infectious 
ID deaths model, but fi tting an alternative model to account 
for the overdispersion, negative binomial models, did not 
substantially alter the results, which suggests that Poisson 
regression is not inappropriate in this case.

The model estimates that during 2001–2006, a total of 
228 deaths from infectious ID were associated with noro-
virus infection, which represents 20% (13.3%–26.8%) of 
deaths from infectious ID in those >65 years of age; 225 
(13% [7.5%–18.5%]) of deaths from noninfectious ID were 
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Table 2. Regression model results for deaths from infectious and noninfectious gastrointestinal disease in persons >65 years of age, 
England and Wales, 2001–2006 

Initial full model Final model 
Pathogen Coefficient* p value† Coefficient* p value† 
Infectious intestinal disease models 
 Norovirus 0.0134 0.003 0.0174 <0.001
 Astrovirus –0.059 0.415 –

Shigella spp. 0.103 0.528 –
 Rotavirus –0.055 0.003 –

Campylobacter spp. –0.017 0.001 –
Escherichia coli 0.067 0.612 –
Cryptosporidium spp. –0.151 0.122 –
Giardia spp. –0.165 0.209 –

 Other parasites –0.012 0.890 –
Salmonella spp. –0.011 0.478 –

 Adenovirus –0.341 0.266 –
 Time trend 1.437 <0.001 1.611 <0.001
 Constant 23.11 <0.001 6.239 <0.001
Noninfectious intestinal disease models 
 Norovirus 0.0134 0.011 0.0173 <0.001
 Astrovirus 0.115 0.198 –

Shigella spp. 0.240 0.221 –
 Rotavirus –0.066 0.004 –

Campylobacter spp. 0.001 0.903 –
E. coli –0.088 0.566 –
Cryptosporidium spp. –0.125 0.315 –
Giardia spp. –0.030 0.860 –

 Other parasites –0.081 0.439 –
Salmonella spp. –0.039 0.050 –

 Adenovirus 0.0147 0.967 –
 Time trend 2.008 <0.001 2.488 <0.001
 Constant 20.240 <0.001 11.135 <0.001
*The coefficient represents the number of deaths associated with each laboratory report for each pathogen. The constant (intercept term) indicates 
monthly deaths associated with other causes. 
†Wald test. 
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associated with norovirus. Thus, the annual average num-
ber of deaths (January to December) from both infectious 
ID and noninfectious ID was 38; however, when looking at 
the period from July to June in each year, to account for the 
norovirus season, the average was ≈40 each season (Table 
3). Figure 3, panels A, B, illustrates that models fi t better to 
the deaths from infectious ID but still show some associa-
tion with the deaths from noninfectious ID.

In years with high seasonal activity, numbers of no-
rovirus-associated deaths were higher. The overall death/
laboratory report ratio for 2001–2006 was 55/1,000 (95% 
confi dence interval [CI] 51–60). The ratio did not increase 
in the years with greater numbers of deaths (Figure 4), and 

we found no evidence that the ratio was signifi cantly higher 
during any of the study years. The 2002–03 season had the 
lowest death/laboratory report ratio. Including an interac-
tion term in the infectious ID model between the epidemic 
2002–03 season and laboratory reports of norovirus resulted 
in a negative-coeffi cient interaction term (likelihood ratio 
test p value = 0.002). This fi nding suggests a lower death/
laboratory report ratio in the 2002–03 season, contrary to 
the hypothesis we were testing. The relative risk for death 
in the 2002–03 season compared with all other seasons was 
0.81 (95% CI 0.69–0.96, p = 0.016).

In an analysis of recorded causes for all infectious ID 
deaths, viral gastroenteritis was specifi cally listed as an un-
derlying cause for 13.4% of deaths (152/1,136). Table 4 
shows the distribution of recorded underlying causes when 
viral gastroenteritis was mentioned as a contributory cause 
in 20% (227/1,136) of infectious ID deaths. For noninfec-
tious ID deaths, diseases of the digestive system accounted 
for 52% (898/1,736) of the recorded underlying causes. Of 
these, 92% (829/898) were caused by unspecifi ed nonin-
fectious gastroenteritis and colitis.

Discussion
Over the 6-year period of our study, the total number 

of deaths in persons >65 years of age that may be attribut-
able to norovirus was 453 (228 from infectious ID and 225 
from noninfectious ID). On average, this equates to ≈80 
deaths each year attributable to norovirus infection. Noro-
virus was the only gastrointestinal pathogen that was con-
sistently signifi cant in the 2 regression models.

Of the recorded deaths from infectious ID, 13% had vi-
ral gastroenteritis listed as the underlying cause. For deaths 
from noninfectious ID, 48% had an underlying cause of un-
specifi ed noninfectious gastroenteritis and colitis. Because 
these are unspecifi ed causes, and given their similar sea-
sonality with infectious ID, many of these are likely to be 
infectious causes that were misclassifi ed.

In years with higher norovirus activity, more deaths 
were associated with norovirus infection. However, we 
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Figure 1. Correlation of monthly death reports of infectious and 
noninfectious intestinal disease, England and Wales, 2001–2006.

Figure 2. Seasonality of positive laboratory reports of viral (A), bacterial (B), and parasitic (C) pathogens, persons >65 years of age, 
England and Wales, 2001–2006.
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found no evidence of increased pathogenicity in years with 
higher recorded norovirus activity. The season when a new 
variant of the genotype II.4 virus emerged (2002–03) did 
not coincide with an increase in death/laboratory-report 
ratio. Indeed, the opposite was observed; fewer deaths as 
a proportion of positive laboratory reports were observed, 
the interaction term showed a negative coeffi cient for that 
season, and the relative risk for death during that season 
was lower than during other seasons.

One of the assumptions in our regression model was 
that laboratory reporting was consistent over the time of the 
study. Laboratory reporting processes did not change dur-
ing the years of the study and are unlikely to have caused 
bias in this study. Testing and reporting behavior, how-
ever, may have changed over time. The number of speci-
mens identifi ed by PCR and ELISA increased from ≈70% 
to ≈90% in the study period. Thus, the decreased ratio of 
deaths/laboratory reports may have resulted from increased 
testing during the 2002–03 season rather than from the vi-
rus being less pathogenic during that year.

The modeling approach may underestimate the contri-
bution of norovirus and other pathogens because the meth-
od estimates how much of the seasonal variation in death is 
associated with the seasonal variation in laboratory reports. 
Less-seasonal pathogens are less likely to show an associa-
tion, and nonseasonal components (i.e., background levels) 
will not be attributed to a pathogen. Indeed, a substantial 
constant term in our models represented these unattributed 
deaths. The model for deaths from noninfectious ID did not 
appear to be as good a fi t as the model for deaths from in-
fectious ID. There was, in our opinion, enough evidence of 
a correlation between infectious and noninfectious ID to 
make a case for including this model.

This method has been used in the past for other patho-
gens (rotavirus, respiratory syncytial virus, pneumococcus, 
infl uenza virus) and unexplained deaths; when we used it in 
this study, we found an association between norovirus and 
death. Until our study, most reports of norovirus-associated 
deaths have been anecdotal (13). Although deaths associat-
ed with norovirus infection have been documented (14,15), 
these are usually singular reports of patients having died 
subsequent to infection with norovirus, rather than in-depth 
analysis of time trends of death.

In this study we attempted to go further and estimate 
the extent of death from norovirus. Norovirus is usually 
considered a mild, self-limiting disease, and most of those 
infected with the disease make a full recovery with no long-
lasting effects. However, this study shows that part of the 
population, those >65 years of age, have a small risk of dy-
ing as a result of contracting norovirus. Rates of infection 
are higher within healthcare settings than in the commu-
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Table 3. Estimated number of deaths in each season (July to June) from the regression models, England and Wales, 2001–2006 
Predicted annual deaths, no. (95% confidence interval)

Year 
Infectious intestinal disease 

only
Noninfectious intestinal disease 

only
Infectious and noninfectious intestinal 

disease
2001–02 22.2 (14.7–29.7) 21.9 (12.7–31.2) 44.3 (32.4–56.2)
2002–03 59.5 (39.4–79.5 ) 58.8 (34.0–83.7) 118.9 (86.9–150.8)
2003–04 18.4(12.2–24.6) 18.2 (10.5–25.9) 36.8 (26.9–46.7)
2004–05 51.4(34.1–68.8) 50.9 (29.4–72.4) 102.8 (75.2–130.5)
2005–06 51.8(34.3–69.3) 51.3 (29.6–72.9) 103.6 (75.7–131.4)
Total 203.3 (134.6–272.0) 201.2 (116.1–286.2) 406.5 (297.2–515.7)
Annual mean 40.7 40.2 81.3

Figure 3. Observed and expected monthly deaths in persons >65 
years of age from infectious intestinal diseases (A) and noninfectious 
intestinal diseases (B), derived from the most parsimonious models. 
England and Wales, 2001–2006.
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nity (4,15,16). Previous studies have shown that hospital 
patients who are involved in outbreaks of norovirus are ill 
longer than those who become infected in other settings 
(15). In England the proportion of the population >65 years 
of age is increasing. In years to come, this will be a sub-
stantial proportion of persons at risk, and deaths associated 
with this disease may well increase.

Noroviruses are known to evolve quickly. Emergence 
of new variants of the most commonly circulating strain 
can cause epidemic years in which more outbreaks occur 
and many more persons are infected. New variants are also 

associated with out-of-season activity, i.e., more outbreaks 
and infections than usual occurring in summer. When this 
happens, most of the population may be susceptible to in-
fection. Our study suggests that when such epidemics oc-
cur, the number of norovirus-associated deaths increases 
as a result of the large number of persons infected rather 
than from increased virulence. Nevertheless, a measurable 
amount of death is associated with norovirus infection ev-
ery year.
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whom viral infectious intestinal disease was a contributory factor 
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Mental/behavioral disorder 1.6
Musculoskeletal and connective tissue disorder 1.6
Genitourinary system disorder 0.8

Figure 4. Ratio of viral gastroenteritis–associated death reports to 
norovirus laboratory reports, 5 norovirus seasons (2001–2006), 
England and Wales.
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Noroviruses are the most common cause of viral gas-
troenteritis in the United States. To determine the magni-
tude and duration of virus shedding in feces, we evaluated 
persons who had been experimentally infected with Nor-
walk virus. Of 16 persons, clinical gastroenteritis (watery 
diarrhea and/or vomiting) developed in 11; symptomatic 
illness lasted 1–2 days. Virus shedding was fi rst detected 
by reverse transcription–PCR (RT-PCR) 18 hours after par-
ticipant inoculation and lasted a median of 28 days after 
inoculation (range 13–56 days). The median peak amount 
of virus shedding was 95 × 109 (range 0.5–1,640 ×109) 
genomic copies/g feces as measured by quantitative RT-
PCR. Virus shedding was fi rst detected by antigen ELISA 
≈33 hours (median 42 hours) after inoculation and lasted 
10 days (median 7 days) after inoculation. Understanding of 
the relevance of prolonged fecal norovirus excretion must 
await the development of sensitive methods to measure vi-
rus infectivity.

Noroviruses are the most common cause of epidemic 
gastroenteritis in the United States (1). Although in 

vitro replication systems for these viruses have recently 
been described (2,3), human noroviruses cannot readily be 
grown in cell culture, and no small animal model of human 
norovirus infection is available. Much of what is known 
about these viruses has by necessity been learned from ex-
perimental human infection and from observational studies 
of naturally acquired infection. Norwalk virus is the proto-
type strain in the genus Norovirus, and many of the human 
experimental infection studies have used this strain (4–9). 
We describe the duration and magnitude of virus shedding 
in persons infected with Norwalk virus after experimental 
inoculation.

Materials and Methods

Virus Inoculum
Liquid feces from persons who participated in a pre-

vious Norwalk virus challenge study (8) were screened to 
identify samples with high concentrations of Norwalk virus 
RNA (>107 reverse transcription–PCR [RT-PCR] U/mL). 
The participants were recontacted and screened for health 
(results within normal limits for liver function, tubercu-
losis skin test [negative], and chest radiographs; negative 
serologic test results for hepatitis A, B, and C, retroviruses 
[HIV-1, HIV-2, and human T-lymphotropic virus 1 and 2], 
and syphilis [nonreactive rapid plasma regain]). The new 
challenge inoculum (lot 42399) was prepared from liquid 
feces of 1 participant by clarifi cation, centrifugation, and 
serial fi ltration through fi lters with progressively smaller 
pore size to a fi nal 0.45-μm fi lter size. The inoculum, which 
contained no other enteric viruses or adventitious agents, 
was packaged and stored at –80°C.

Challenge Protocol
Challenge studies were conducted from September 

2004 through October 2006. Healthy adults (18–50 years 
of age) provided informed consent and successfully com-
pleted a test of understanding. In addition, eligible persons 
were secretor positive (because secretor-negative per-
sons are resistant to Norwalk virus infection; 9,10), had 
screening laboratory study results that were within normal 
limits (liver and renal function, blood counts), had nega-
tive serologic results for hepatitis and HIV, had no seri-
ous chronic diseases, had no history of nonbacterial gas-
troenteritis within 3 months of inoculation or of bacterial 
or protozoal enteric infection within 1 month (based on 3 
negative enteric cultures and fecal ova and parasite stud-
ies in the 4-week preinoculation screening period), were 
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not exposed to persons considered to be at risk for more 
severe norovirus infection (e.g., immunocompromised pa-
tients, the elderly, and children), and were not employed 
in jobs identifi ed as having high risk for transmission to 
other persons (e.g., food service, healthcare, and airline in-
dustries). On the day of inoculation, participants were ad-
mitted to the Baylor College of Medicine General Clinical 
Research Center and orally received different dosages of 
inoculum (10-fold dilutions ranging from 4.8 to 4,800 RT-
PCR units) or placebo in the early evening. Inoculated par-
ticipants remained in the Center for a minimum of 96 hours 
and at discharge had experienced no watery feces or vomit-
ing for at least 18 hours. Participants’ clinical signs and 
symptoms were evaluated every 4 hours while they were 
in the Center, and all fecal samples were collected and re-
frigerated immediately. Within 24 hours of collection, the 
samples were transported to the laboratory for processing 
and stored at –70oC until analyzed. After patient discharge, 
all fecal samples were collected daily for 21 days and then 
weekly for up to 5 additional weeks (for a total observa-
tion time of up to 8 weeks postinoculation). The samples 
were delivered to the laboratory within a day of collection 
and were processed and stored as described above. Partici-
pants were educated about the importance of hand washing 
and hand hygiene at the beginning of the study, and these 
concepts were reinforced at each study visit. The clinical 
protocol was reviewed and approved by the Institutional 
Review Board at Baylor College of Medicine, and an In-
vestigational New Drug application describing the clinical 
protocol and study inoculum was reviewed by the US Food 
and Drug Administration.

Laboratory Studies
Norwalk virus–specifi c antigen was detected by sand-

wich ELISA, using Norwalk virus–specifi c antiserum, as 
previously described (8), and Norwalk virus–specifi c an-
tibody was detected by ELISA, using Norwalk virus–like 
particles as antigen, as previously described (8). Norwalk 
virus RNA was detected in fecal specimens by using either 
an immunomagnetic capture (IMC) RT-PCR assay (11) or 
quantitated by real-time RT-PCR (qRT-PCR) with RNA 
transcripts as a standard (2). The primers used for the IMC 
RT-PCR assay were the antisense Norwalk virus p35 (5′-
CTT GTT GGT TTG AGG CCA TAT-3′) and the sense 
Norwalk virus p36 (5′-ATA AAA GTT GGC ATG AAC 
A-3′); probe was a 5′ digoxigenin-labeled Norwalk virus 
p69 (5′-GGC CTG CCA TCT GGA TTG CC-3′). For the 
qRT-PCR assay, a 10% fecal sample was diluted 1,000-
fold and heated to 95oC for 5 min (12); 20 μL of heated 
sample was analyzed in duplicate wells. The primers for 
the qRT-PCR assay were the antisense Norwalk virus p165 
(5′-CAT AAT CAC CTA CAT CCA TCT CAG ATG-3′, 
which is complementary to Norwalk virus nt 4689–4715) 

and the sense primer Norwalk virus p166 (5′-CGG CCT 
CAC CAG AAT TGG-3′, which is complementary to Nor-
walk virus nt 4641–4658); the probe was Norwalk virus 
p167 (5′-FAM/CGA GGT TGT GGC CCA AGA TTT 
GCT AG/TAMRA-3′, which is complementary to nt 4660–
4685). For determination of a virus titer, both wells had 
to show amplifi cation. The limits of detection for the IMC 
RT-PCR and qRT-PCR assays were ≈15 × 103 and ≈40 × 
106 copies/g feces, respectively.

Defi nitions
Infection was defi ned as seroresponse (4-fold rise in 

titer from preinoculation baseline to 30-day serum sample, 
as measured by ELISA) or fecal virus excretion as detected 
by RT-PCR or presence of antigen. Viral gastroenteritis 
was defi ned as illness with moderate diarrhea (alone) for 
any continuous 24-hour period (moderate diarrhea is >200 
g of watery feces that immediately take the shape of the 
collection container) or 1 vomiting episode plus 1 of the 
following: abdominal cramps or pain, nausea, bloating, 
loose feces (if not fulfi lling the defi nition of diarrhea), fever 
(oral temperature >37.6°C), myalgia, or headache.

Results
A total of 16 persons inoculated with Norwalk virus 

met the criteria for having Norwalk virus infection. Of 
these, 11 (69%) met the predefi ned defi nition for viral 
gastroenteritis. The 5 who did not meet this predefi ned 
defi nition had >3 symptoms that did not include vomit-
ing or >200 g of watery diarrhea. All 11 participants with 
viral gastroenteritis had abdominal cramps, nausea, and 
vomiting; 5 of these participants also had >200 g of wa-
tery diarrhea, and 1 had <200 g of watery feces. Other 
signs and symptoms in the 11 participants were malaise 
(n = 9), anorexia (n = 8), headache (n = 7), myalgia (n = 
4), temperature >37.6oC (n = 4), and chills (n = 3). The 5 
participants who did not fulfi ll the criteria for gastroen-
teritis had nausea (n = 5), anorexia (n = 5), malaise (n = 
4), abdominal cramps (n = 3), myalgia (n = 3), headache 
(n = 3), temperature >37.6oC (n = 2), chills (n = 2), and 
watery diarrhea <200 g (n = 2). Although the number of 
infected participants in each dosage group was relatively 
small, no differences in signs and symptoms based on 
inoculum dosage were apparent. The median duration of 
signs and symptoms was 23 (range 10–61) hours and was 
similar for both groups of participants.

All infected participants shed virus as measured by 
RT-PCR and had a >4-fold rise in serum antibody level, 
and all but 2 also shed virus as measured by antigen ELISA 
(Table). Virus shedding as measured by IMC RT-PCR was 
fi rst detected a median of 36 hours (range 18–110 hours) 
after inoculation and lasted a median of 28 days after in-
oculation (range 13–56 days). Norwalk virus was detected 

1554 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008



Norwalk Virus Shedding after Experimental Infection

in fecal samples of 7 participants 3–14 hours before onset 
of any clinical signs or symptoms. Presymptomatic shed-
ding was more common in persons who did not meet the 
defi nition of clinical gastroenteritis than in those who did 
(4/5 vs. 3/11, respectively, p = 0.11, 2-tailed Fisher exact 
test). Virus shedding as measured by antigen ELISA was 
fi rst detected ≈33 hours (median 42 hours) after inocula-
tion and was last detected 10 days (median 7 days) after 
inoculation. Median values of the onset and resolution of 
virus shedding, as measured by IMC RT-PCR or antigen 
ELISA, were similar for the participants who had clinical 
gastroenteritis compared with those of persons who did not 
meet the defi nition of gastroenteritis (Table).

Norwalk virus concentration in feces, as measured by 
qRT-PCR, peaked a median of 4 days after inoculation; 
the time of peak shedding was similar for participants who 
did and did not meet the defi nition of viral gastroenteritis 
(Table). The highest fecal concentrations of virus were de-
tected in 11 (69%) participants after their clinical signs had 
resolved. The median peak amount of virus shedding was 
95 × 109 (range 0.5–1,640 × 109) genomic copies/g feces, 
and 5 participants shed >100 × 106 copies/g until at least 
day 14 (Figure 1). Persons who met the clinical defi nition 
of gastroenteritis had a higher median peak of virus shed-
ding than those who did not have gastroenteritis (250 × 109 
vs. 12 × 109 genomic copies/g feces, p = 0.08, Wilcoxon 

rank sum), and the average total number of viral genomic 
copies measured in the feces over the fi rst 2 weeks after 
inoculation also was higher in the clinical gastroenteritis 
group (1013.3 vs. 1012.4, p = 0.056, Student t test). The vi-
rus concentrations in feces collected later after inoculation 
were low (range 225,000–40 × 106 genomic copies/g). Cor-
relation between virus titer in feces and optical density re-
sults obtained in the antigen ELISA was strong (r = 0.823, 
Pearson correlation, p<0.001; Figure 2).

Discussion
Noroviruses are estimated to cause 23 million cases 

of gastroenteritis in the United States each year and to be 
the most common cause of foodborne gastroenteritis (13). 
Relatively few data describe the quantity and duration of 
fecal norovirus shedding as determined by modern assays. 
In a human experimental Norwalk virus infection model, 
we found that Norwalk virus could be detected in fecal 
samples for a median of 4 weeks and for up to 8 weeks 
after virus inoculation and that peak virus titers were most 
commonly found in fecal samples collected after resolu-
tion of symptoms. The peak virus titers (median 95 × 109 
copies/g feces) were higher than would be expected from 
electron microscopic studies (5,14). These observations 
help explain the epidemiologic observations of norovirus 
outbreaks linked to food handlers who had recovered from 
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Table. Fecal virus shedding among 16 participants inoculated with Norwalk virus* 

Participant
no.

Estimated Norwalk 
virus inoculum dose 

(RT-PCR units) 

First–last study days† 
postinoculation when 

symptoms present 

First–last study 
days IMC  

RT-PCR positive 

Day peak virus 
titer (character 

of feces) 

Peak qRT-
PCR virus 

titer (log10/g) 

First–last study days 
postinoculation when 

antigen positive 
Met clinical definition of gastroenteritis 
 Had diarrhea and vomiting 
  706 4,800 2 2–28‡ 2 (liquid) 11.1 2–9
  707 4,800 2–4 1–30‡ 2 (liquid) 9.5 4–8
  710 4,800 1–2 2–30‡ 5 (solid) 10.9 2–7
  722 48 2 2–48 4 (solid) 11.7 2–8
  724 4.8 2–3 2–56 3 (solid) 11.4 2–6
 Had vomiting only 
  701 4,800 1–2 1–29‡ 4 (solid) 10.8 3–10
  720§ 48 2 2–56 4 (solid) 11.5 2–9
  721 48 1–3 2–21 4 (solid) 11.7 2–10
  723 48 2 1–50 4 (solid) 12.2 2–6
  731 4.8 2–3 5–10 5 (solid) 10.0 None
  732 4.8 2–3 2–15 3 (solid) 11.9 2–6
 Median – 2 2–30‡ 4 (solid) 11.4 2–8
Did not meet clinical definition of gastroenteritis 

703 4,800 2–3 1–32‡ 2 (solid) 10.7 2–9
 704 4,800 2–3 4–21‡ 5 (solid) 9.2 5–7
 715§ 48 2–3 1–28 3 (solid) 11.7 2–5
 716§ 48 2–3 1–20 4 (unformed) 10.1 3–7
 717 48 3 4–13 4 (solid) 9.3 None
 Median – 2–3 1–21‡ 4 (solid) 10.1 2–7
*RT–PCR, reverse transcription–PCR; IMC, immunomagnetic capture; qRT-PCR, quantitative PCR. 
†Study days are reported as calendar days; study day 1 began 5–6 h postinoculation. 
‡Fecal samples only collected for 30 d postinoculation. 
§Watery feces with mass <200 g. 
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symptomatic infection (15) and in persons who had no gas-
troenteritis (16).

Only a few studies have used quantitative RT-PCRs to 
examine fecal viral load, and these studies have been pri-
marily of GII norovirus strains. Chan et al. (17) described 
patients who shed >1011 norovirus copies/g feces, whereas 

the peak fecal virus titer observed by Ozawa et al. (18) in 
symptomatic and asymptomatic food handlers was ≈10-fold 
lower. Each of these studies was of persons with naturally 
acquired norovirus infection. However, the median peak vi-
ral load observed in our study (1011) was much higher than 
the 107–108 median viral loads reported in the prior studies 
(17,18). Lee et al. (19) noted higher viral loads in patients 
who had more prolonged symptoms (>4 days) associated 
with infection caused by GII.4 norovirus. Amar et al. (20) 
also reported viral loads to be higher in persons who had 
symptomatic gastroenteritis than in those who had been 
asymptomatic for at least 3 weeks. Our fi ndings suggest 
that clinical gastroenteritis was associated with higher peak 
virus shedding and higher total virus shedding during the 
fi rst 2 weeks after inoculation. Although we did not see an 
association of peak virus titer with symptom duration, the 
median duration of symptoms averaged only ≈1 day in our 
study. Potential reasons for the different results observed 
in other studies include the manner in which samples were 
collected (single samples vs. serial collection), the real-
time assays used (generic assays designed to be broadly 
reactive vs. assay designed specifi cally for Norwalk virus 
detection), virulence of the infecting strains, differences in 
the populations studied (e.g., age, immune status), and the 
small number of infected persons who did not have clinical 
gastroenteritis in our study.
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Figure 1. Shedding of Norwalk virus in feces. The quantity of viral RNA measured by quantitative reverse transcription–PCR (qRT-PCR; 
black line) and of virus antigen measured by ELISA (optical density; blue line) is shown for 2 participants: no. 703, who did not have clinical 
gastroenteritis (panel A), and no. 721, who had clinical gastroenteritis (panel B). Vertical lines represent the period of clinical symptoms; N, 
nausea; V, vomiting. Panels C, D, and E show the virus titers as measured by qRT-PCR in fecal samples collected from participants who 
had no clinical gastroenteritis, had gastroenteritis with vomiting only, and had gastroenteritis with vomiting and diarrhea, respectively.

6.5

7.5

8.5

9.5

10.5

11.5

12.5

0 0.5 1 1.5 2 2.5 3

OD (antigen ELISA)

Lo
g 1

0 t
ite

r, 
co

pi
es

/g
 (q

R
T-

P
C

R
)

Figure 2. Correlation of viral RNA titer with antigen ELISA (optical 
density [OD]). Titers of viral RNA are correlated with the OD 
measured by antigen ELISA for the 148 fecal samples with positive 
quantitative reverse transcription–PCR (qRT-PCR) results (r2 = 
0.823, Spearman correlation, p<0.001).



Norwalk Virus Shedding after Experimental Infection

The development of more sensitive methods to detect 
noroviruses has been associated with a corresponding in-
crease in the duration of recognized virus shedding (1,8). 
For example, Rockx et al. (21) found norovirus in fecal 
samples for >3 weeks in ≈25% of infected persons, and 
Murata et al. (22) found norovirus in fecal samples for up 
to 6 weeks in infected infants. In contrast, at least half of 
the participants in our study still had Norwalk virus in fe-
cal samples after 4 weeks and 2 had virus still present at 8 
weeks; we cannot exclude the possibility that these 2 per-
sons shed for a longer period. Determination of whether the 
virus is still infectious must await the development of more 
sensitive and reproducible methods for norovirus cultiva-
tion than are currently available (23). 
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Coxiella burnetii is a category B bioterrorism agent. We 
numerically evaluated the risks and benefi ts from postex-
posure prophylaxis (PEP) after an intentional release of C. 
burnetii to the general population, pregnant women, and 
other high-risk populations. For each group, we constructed 
a decision tree to estimate illness and deaths averted by 
use of PEP/100,000 population. We calculated the thresh-
old points at which the number of PEP-related adverse 
events was equal to the cases averted. PEP was defi ned 
as doxycycline (100 mg 2×/day for 5 days), except for preg-
nant women, where we assumed a PEP of trimethoprim-
sulfamethoxazole (160 mg/800 mg 2×/day) for the duration 
of the pregnancy. PEP would begin 8–12 days postexpo-
sure. On the basis of upper-bound probability estimates of 
PEP-related adverse events for doxycycline, we concluded 
that the risk for Q fever illness outweighs the risk for anti-
microbial drug–related adverse events when the probabil-
ity of C. burnetii exposure is >7% (pregnant women using 
trimethoprim-sulfamethoxazole = 16%).  

Q fever is caused by the intracellular bacterium Coxiella 
burnetii and is endemic in nearly every country in the 

world. A zoonotic disease, it is usually transmitted to hu-
mans through aerosolization of the bacteria from animal 
products; person-to-person transmission is rare (1–4). 

Roughly 50% of all C. burnetii human infections are 
asymptomatic (5–8). Acute illness is usually characterized 
by sudden onset febrile illness; chronic disease occurs in 
≈1% of all acute cases with endocarditis being the most 
common chronic condition (60%–70%) (1,8–12). Persons 
with preexisting cardiac valve defects are at signifi cantly 
higher risk for chronic disease; chronic disease develops in 

39% of patients treated for acute disease (in 75% without 
treatment) (13–15). Immunocompromised patients (e.g., 
HIV-positive and cancer patients) are also at increased risk 
for chronic illness. 

A Q fever–associated chronic fatigue syndrome may 
exist as well. Although prevalence is controversial, studies 
have cited that 10%–30% of all patients with acute disease 
report persistent symptoms (e.g., fatigue, myalgia, night 
sweats) more than a year after acute infection occurred 
(10,16). Pregnant women are also at increased risk for se-
vere acute C. burnetii infection because of the bacterium’s 
predilection for the placenta. Premature birth (33%) and 
spontaneous abortion/neonatal deaths (39%) occur fre-
quently in acutely ill pregnant women (17). 

C. burnetii is classifi ed as a category B bioterrorism 
agent by the Centers for Disease Control and Prevention 
and the National Center for Allergy and Infectious Dis-
eases (18). Regardless of the likelihood that C. burnetii 
may be used as a bioterrorism agent due to its status as a 
category B agent, public health agencies are obligated to 
prepare for such a scenario. Current Q fever postexposure 
prophylaxis (PEP) guidelines for the general population are 
100 mg of doxycycline (or 500 mg tetracycline 2×/day for 
5 days), started 8–12 days postexposure (4). This recom-
mendation is based on limited studies conducted at Fort 
Detrick, Maryland, USA in the 1950s, which indicated that 
administering antimicrobial drugs directly after exposure 
to C. burnetii extended the incubation period by 8–10 days 
but did not prevent infection from occurring (19). Waiting 
8–12 days after exposure before starting treatment prevent-
ed illness (19).  Unfortunately, these guidelines do not 
account for the probability of exposure and prophylaxis-
related adverse events. Also, the US government has not 
published any PEP recommendations for pregnant women, 
although trimethoprim-sulfamethoxazole (TMP-SMX) has 
been suggested as a possibility (1,4). 
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Prophylaxis for Coxiella burnetii

To assist in the development of PEP recommendations, 
we present a risk-benefi t analysis, estimating the number of 
cases of illness/death that could be averted with PEP after 
a large release of Q fever versus a treatment-only strate-
gy where antimicrobial drugs are administered only upon 
symptom onset. We also determine the threshold probabil-
ity of exposure at which the risk for antimicrobial-related 
adverse events outweighs the risk for Q fever illness.

Methods

Model  
In 2006, we conducted a risk-benefi t analysis for each 

of the following groups: the general population, high-risk 
populations (persons with valvular defects or heart prob-
lems and the immunocompromised), and pregnant women. 
Total medical outcomes averted for each group were calcu-
lated by using the following general equation:

Total medical cases averted = (Total adverse health out-
comes caused by Q fever without PEP) – (total adverse 
health outcomes caused by Q fever remaining after in-
tervention) – (cases of PEP-related adverse events)

The online Technical Appendix (available from www.cdc.
gov/EID/content/14/10/1558-Techapp.pdf) contains the 
equations defi ning each input (e.g., total adverse outcomes 
without PEP) of this equation.

To calculate adverse outcomes with and without PEP, 
we constructed a decision tree for each target group illus-
trating all possible outcomes after exposure to C. burnetii. 
The general population and high-risk populations share 
the same tree structure (Figures 1, 2); the tree for pregnant 
women incorporates the outcomes for the unborn child (Fig-
ure 3). Drug-related side effects are not included in Figures 
1–3; however, the number of side effects was calculated 
per Equation 4 in the online Technical Appendix. Total 
medical cases averted were calculated at 4 arbitrary levels 
of C. burnetii exposure (100%, 50%, 25%, and 10%). 

Cohort Size and Discounting 
We assumed a cohort of 100,000 for each model. Also, 

given that each exposed patient would begin to fully expe-
rience any adverse health outcome from either Q fever or 
PEP within 1 year, we did not discount outcomes.

Assumptions 
Several assumptions were made in conducting this 

risk-benefi t analysis. For simplicity’s sake, 100% compli-
ance was assumed for persons receiving PEP. Risk-benefi t 
analyses are based on an aerosolized, point source, overt at-
tack, for which response can begin almost immediately. Es-
timates of cases and cases averted are based on the assump-

tion that persons in whom acute or chronic illness develops 
receive appropriate treatment and care once a diagnosis of 
Q fever has been made. Those exposed received the same 
dose of C. burnetii. Although limited studies have shown 
an increase in dose can decrease the incubation period of 
the disease and/or increase the severity of illness, we were 
concerned with preventing illness all together (9,20). 

Because Q fever has a low infectious dose (a single 
spore/bacterium may be enough to cause illness) (19), we 
assumed any dose would be suffi cient to cause clinical in-
fection. PEP does not affect the course or severity of illness 
in persons who become ill after having received prophy-
lactic antibimicrobial drugs (persons in the PEP and no-
PEP groups have the same probability of outcome events 
occurring once acute illness developed); persons in the No 
Illness group are assumed to have no latent illness. 

Interventions 
Our analyses considered 2 different PEP options. For 

the general and high-risk populations, we assumed a PEP 
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Figure 1. Decision tree for a general population of 100,000 based 
on an assumption of an aerosolized, point source, overt attack 
with Coxiella burnetii (postexposure prophylaxis [PEP] with 100 
mg doxycycline 2×/d for 5 d, assuming 82% drug effi cacy and 
100% exposure). PEP-related adverse events are not included 
in this fi gure. The probability of each individual event occurring 
is provided in the decision tree under the respective event title 
(i.e., 1.00 for Exposure). Some events list a range of probabilities 
with the specifi c probability for this scenario in parentheses (i.e., 
0.82–0.965 (0.82) for PEP No illness). The number of persons 
with each respective outcome is listed on the right side of the tree. 
A summary of outcomes (total illness, severe illness, and death) 
and the percentage of the population with such an outcome are 
provided in the table below the PEP and No PEP trees. We defi ned 
total illness as all acute illness, severe illness, and Q fever–related 
deaths. Severe illness was defi ned as hospitalization during acute 
infection, chronic illness, Q fever fatigue syndrome (QFS), or death. 
This description also applies to Figures 2 and 3.
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dosage of 100 mg of doxycycline 2×/day for 5 days, begin-
ning 8–12 days postexposure. As doxycycline is generally 
not recommended for pregnant women, we assumed a PEP 
dosage of 160 mg/800 mg TMP-SMX 2×/day for the dura-
tion of the pregnancy, starting 8–12 days postexposure (21).

Q Fever–related Outcomes
To provide some sense of risk-by-severity of out-

come, we categorized health outcomes into 3 cumulative 
categories: total illness, severe illness, and death. We de-
fi ned total illness as all acute illness, severe illness, and Q 
fever–related deaths. Severe illness includes hospitaliza-
tion during acute infection, chronic illness, Q fever fatigue 
syndrome (QFS), and death. For pregnant women, the out-
come of the unborn child is included in illness estimates: 
low-birthweight newborns were included in the total illness 
estimates, and abortions/newborn deaths were included in 
all 3 outcome categories.

We provide, in Table 1, the values used in the analy-
ses based on information we obtained from an extensive 
literature review. The probabilities associated with each 
possible event were multiplied and applied to a population 
of 100,000 to estimate the number of people who would 
experience a given outcome with and without PEP (Figures 
1–3). Cases averted because of PEP use were calculated 
(Equation 4 in online Technical Appendix). 

PEP-related Adverse Events
The medical literature was reviewed to determine the 

probabilities of adverse events associated with doxycycline 

and trimethoprim-sulfamethoxazole. Adverse events were 
categorized as moderate, severe, or death resulting from 
prophylactic antibimicrobial drug use. We assumed that 
a moderate PEP-related adverse event is equivalent to an 
acute case of Q fever, a severe PEP-related adverse event is 
equivalent to a severe acute case or chronic case of Q fever, 
and a death from PEP use is equal to a death from Q fever.

A best estimate and an upper bound estimate for the 
probabilities of adverse events were selected (Table 2). 
The best estimates for rates of adverse events from doxy-
cycline are based on estimates cited in a study of anthrax 
prophylaxis–related adverse events (for both doxycycline 
and ciprofl oxacin) (33). The upper bound estimates for 
doxycycline are arbitrarily defi ned as 3× the best estimate 
probabilities. In the case of the upper bound probability of 
death for doxycycline, because a death rate of 0.0% was 
stated in the literature (30,33), 0.01% was arbitrarily as-
signed on the basis of the best estimate for severe adverse 
events (0.01%). 

The best estimate for moderate adverse events from 
TMP-SMX is based on a study that cited 3.9% (7/180) of 
patients discontinued antimicrobial drug treatment based on 
adverse events (34). Two other studies reported that 11% of 
patients prematurely discontinued TMP-SMX use based on 
adverse events (24,35). However, these studies likely over 
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Figure 2. Decision tree for a high-risk population of 100,000 based 
on an assumption of an aerosolized, point source, overt attack with 
Coxiella burnetii (postexposure prophylaxis [PEP] with 100 mg 
doxycycline 2×/d for 5 d, assuming 82% drug effi cacy and 100% 
exposure). PEP-related adverse events are not included in this 
fi gure. QFS, Q fever fatigue syndrome.

Figure 3. Decision tree for 100,000 pregnant women based on 
an assumption of an aerosolized, point source, overt attack with 
Coxiella burnetii (postexposure prophylaxis [PEP] with 160/800 mg 
trimethoprim-sulfamethoxazole 2×/d for duration of pregnancy, 
assuming 82% effi cacy and 100% exposure.) PEP-related adverse 
events are not included in this fi gure. The “No PEP” segment of the 
tree contains the same branches and nodes as seen in the “With 
PEP” section, but uses different probabilities for certain variables. 
*The outcome of the unborn child is included in pregnant women 
illness estimates: low birth weight newborns were included in “Total 
Illness” estimates, and abortions/newborn deaths were included in 
all 3 outcome categories. QFS, Q fever fatigue syndrome.
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estimate the probability of moderate AEs as some patients 
may discontinue use after experiencing only mild adverse 
events. Therefore, the lowest percent cited in the literature 
(3.9%) was used as the best estimate, and 11% was set as 
the upper bound estimate. We note that this best estimate 
may still be an overestimate.

A probability of 0.00037% was selected for the ad-
verse deaths from TMP-SMX use, which is derived from a 
study that estimated 3.7 deaths/million treatments (36). We 
assumed that most deaths from TMP-SMX treatment are a 
result of toxic epidermal necrolysis (TEN) (37). A severe 
adverse event probability of 0.00123% is based on the esti-
mate that 30% of TEN cases result in death (37). 

As stated above, the TMP-SMX upper bound estimate 
for moderate adverse events was set at 11% (24,35). The 
TMP-SMX upper bound severe AE estimate, 0.0037%, 
was obtained by multiplying the TMP-SMX best estimate 
for severe AEs by 3. This was done to remain consistent 
with the arbitrary selection of an upper bound severe ad-
verse event estimate for doxycycline, which used the same 
selection technique. Lastly, 0.0011% was used as the upper 
bound estimate for TMP-SMX-related deaths on the basis 
of the aforementioned assumption that 30% of severe ad-

verse events (i.e., TEN) result in death (37). Because of 
lack of relevant data, and to avoid underestimating drug-
related side effects, we assumed the upper bound estimate 
of doxycycline-related deaths to be ≈10× greater than that 
of TMP-SMX (Table 2).

Threshold Point
The threshold point is defi ned as the probability of 

exposure to C. burnetii where the number of PEP-related 
adverse events equals the cases averted because of PEP 
use. The risk for adverse events equals the benefi t of PEP 
use. 

Sensitivity Analyses
We conducted initial sensitivity analyses on the ef-

fi cacy of doxycycline (96.5% and 82%) and TMP-SMX 
(96.5%, 82%, and 40%). These drug effi cacies were cho-
sen on the basis of a review of the literature (Table 1; on-
line Appendix Table 1, available from www.cdc.gov/EID/
content/14/10/1558-appT1.htm), but because of lack of ev-
idence of TMP-SMX’s effi cacy as a prophylaxis for Q fe-
ver, we arbitrarily chose a low-range effi cacy value (40%). 
Because of uncertainty in many of the input values for the 
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Table 1. Input values used in the primary and secondary analyses of PEP efficacy* 
Sensitivity analyses 

Variable
Primary analysis 

(sensitivity analysis) Less virulent More virulent References
Exposure (0.10, 0.25, 0.50, 1.00) NA NA NA
Efficacy of doxycycline PEP (8–12 d 
postexposure)

0.82 (0.82–0.965) 0.965 0.40 (22,23)

Efficacy of trimethoprim-sulfamethoxazole PEP 
(8–12 d postexposure)

0.82 (0.40–0.965) 0.965 0.40 (21,24,25)

Asymptomatic infection w/o PEP (all groups) 0.50 0.65 0.40 (1,3,5,7,8,26)
Full recovery after acute (gp) 0.74 Residual (0.934) Residual (0.576) (7–9)
Full recovery after acute illness (hr) 0.28 Residual (0.739) Residual (0.076) (7–9)
Full recovery after acute illness (pw) 0.08 Residual (0.57) Residual (0.02) (7–9)
Probability of hospitalization and recovery given 
acute illness (gp)

0.04 0.01 0.05 (5,7,27)

Probability of hospitalization and recovery given 
acute illness (hr)

0.01 0.01 0.05 (5,7)

Probability of hospitalization and recovery given 
acute illness (pw)

0.01 0.01 0.02 (5,7)

Q fever fatigue syndrome (gp) 0.20 0.05 0.30 (1,10,16,28–30)
Q fever fatigue syndrome (hr) 0.30 0.05 0.20 (1,10,16,28–30)
Q fever fatigue syndrome (pw) 0.03 Residual (0.03) Residual (0.04) (1,10,16,17,28–30)
Death from acute illness (gp) 0.01 0.001 0.024 (7,9–11)
Death from acute illness (hr and pw) 0.02 0.001 0.024 (7,9–11)
Chronic disease (gp) 0.01 0.005 0.05 (8,11,12,26,31)
Chronic disease (hr) 0.39 0.20 0.65 (13,14,31)
Chronic disease (pw) 0.86 0.39 0.90 (17)
Endocarditis (all groups) 0.65 0.60 0.90 (1,7,8)
Death from endocarditis (all groups) 0.10 0.05 0.60 (1,3,7,8,11,15,32)
Death from other chronic diseases (all groups) 0.30 0.05 0.60 (9)
Abortion or neonatal death 0.38 0.25 0.56 (8,14 ,17,21)
Premature birth/low birth weight baby 0.33 0.25 0.28 (8,14,17,21)
Healthy, unaffected baby 0.29 0.50 0.16 (8,14,17,21)
*PEP, postexposure prophylaxis; NA, not applicable; gp, general population; hr, high-risk; pw, pregnant women. See online Appendix Table 1 (available 
from www.cdc.gov/EID/content/14/10/1558-appT1.htm) for a detailed explanation of how the primary input values were selected. 



RESEARCH

primary analyses (Table 1), we conducted 2 additional sce-
narios labeled less virulent and more virulent. “Less viru-
lent” and “more virulent” are the terms used to describe the 
lower and upper bound of the sensitivity analyses. The less 
virulent values are those that create a best-case scenario for 
health outcomes, while the more virulent analysis uses the 
worst-case scenario values.

As appropriate, we reduced (for less virulent) or in-
creased (for more virulent) the input values used in the pri-
mary scenario (Table 1; online Appendix Table 1). In many 
instances, we did not have reliable measures to defi ne less 
or more virulence and values were assumed as needed. As 
before, we ran each of the altered virulence scenarios as-
suming different levels of drug effi cacy (doxycycline, 82% 
and 96.5%; TMP-SMX, 40%, 82%, and 96.5%).

Results
We estimate that without the use of postexposure pro-

phylaxis, exposing a general population of 100,000 to C. 
burnetii would result in 50,000 cases of illness, 13,000 
severe cases, and 585 deaths (Figure 1). Figures 2 and 3 
provide results for the high-risk population and pregnant 
women, respectively. If we assume 82% drug effi cacy for 
doxycycline, 9,000 cases of illness, 2,340 severe cases, and 
105 deaths would occur within an exposed general popula-
tion that took PEP. This translates to 41,000 cases of ill-
ness, 10,660 severe cases, and 480 deaths averted because 
of PEP use (82% reduction of cases). In addition, using 
doxycycline as PEP in a population of 100,000 (using the 
adverse event best estimates found in Table 2) would re-
sult in ≈1,010 moderate adverse events, 10 severe adverse 
events, and 0 deaths. Therefore, subtracting these adverse 
events from the total PEP-averted cases show that PEP use 
in this population would prevent 39,990 cases of total ill-
ness, 10,650 severe cases, and 480 deaths. Table 3 displays 
the total medical cases averted (accounting for PEP-related 
adverse events) for each group.

Figures 1–3 also include the percentage of each popula-
tion that would develop illness/death with and without the 
use of PEP. Of particular importance is the probability of 
severe cases of illness without PEP use; 13% of the gen-
eral population, 36% of the high-risk population, and 46% 
of pregnant women would experience severe illness. Of all 
cases of illness among the general population, the high-risk 

population and pregnant women, 26%, 72%, and 92%, re-
spectively, would be severe. Moreover, abortion or newborn 
death would occur in 19% of exposed pregnant women; 
16.5% would give birth to a low-birthweight baby. 

The threshold point is defi ned as the probability of 
exposure to C. burnetii where the risk for adverse events 
equals the benefi t of PEP use. Figure 4 illustrates the 
general population threshold points (run at 2 different 
drug effi cacy values) for total cases of illness averted for 
the primary, less, and more virulent scenarios. The x-
intercept on these graphs is the probability of exposure 
to C. burnetii at which the total number of cases of ill-
ness averted because of PEP use is equal to the number of 
moderate PEP-related adverse events. Therefore, for any 
probability of exposure greater than the stated threshold 
value, PEP would prevent more cases of illness than the 
number of adverse events PEP would cause. As Figure 
4 illustrates, the less virulent or more virulent scenarios 
affect the estimated number of cases but do not greatly 
affect the threshold probabilities of exposure. For further 
analyses, refer to online Appendix Tables 2 (available 
from www.cdc.gov/EID/content/14/10/1558-appT2.htm), 
3 (available from www.cdc.gov/EID/content/14/10/1558-
appT3.htm), and 4 (available from www.cdc.gov/EID/
content/14/10/1558-appT4.htm) to review univariate sen-
sitivity analyses on various variables used in the risk/ben-
efi t scenarios. These tables show which variables have the 
greatest independent infl uence on the respective outcomes 
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Table 2. Probability of adverse events associated with postexposure prophylactic antimicrobial agents 
Doxycycline* Trimethoprim-sulfamethoxazole†

Level of adverse event Best estimate Upper bound† Best estimate Upper bound
Moderate 1.01% 3.03% 3.90% 11%
Severe 0.01% 0.03% 0.00123% 0.00370%‡
Death 0.00% 0.01% 0.00037% 0.00111%
*Recommended for the general population and high-risk populations based on estimated use of 100 mg orally 2×/d for 5 d. 
†Recommended for pregnant women based on 160 mg/800 mg orally 2×/d for the duration of the pregnancy. 
‡Arbitrary upper-bound, 3× best estimate (see text for further details). 

Table 3. Total medical cases averted because of postexposure 
prophylaxis* 
Population No. cases averted
General population

All cases of illness 39,990
Severe illness 10,650
Deaths 480

High-risk population
All cases of illness 39,990
Severe illness 29,510
Deaths 3,538

Pregnant women†
All cases of illness 66,210
Severe illness 53,300
Deaths 22,394

*Accounting for best estimate drug-related adverse events, 82% drug 
efficacy, and 100% exposure. 
†Includes the outcome of the unborn child. 
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and how modifi cations to the input values impacts the es-
timated number of cases averted.

Table 4 displays all threshold points by group, out-
come, drug effi cacy, and probability of an adverse event 
(best or upper bound estimate). Threshold points (when 
using primary analysis input values) range from 0.0% to 
7.4% for the general population and high-risk groups; the 
threshold points for pregnant women range from 0.001% 
to 32.2%. 

Discussion 
Based on this study, we believe many cases of illness 

and deaths could be prevented with the use of PEP after 
a deliberate, overt release of C. burnetii. Without taking 
social or political concerns into account, a threshold point 
can be interpreted as the decision point for PEP use. Any 
value above the threshold point indicates that the benefi ts 

of PEP use outweigh the risks for adverse events, therefore 
implying PEP should be recommended for any probability 
of exposure to C. burnetii above the stated threshold point. 
For the general and high-risk population, when doxycy-
cline is used as a postexposure prophylactic antimicrobial 
drug, due to low rates of AE, the argument to administer 
PEP in most cases of potential exposure is strong. Even in 
the worst case scenario (upper bound adverse event esti-
mate), the threshold point for total illness is relatively low 
at 7.4%. 

Use of TMP-SMX for pregnant women also favors 
PEP use in most scenarios. Due to higher rates of moder-
ate adverse events among TMP-SMX users, the threshold 
point for total illness is not as low as seen for doxycycline 
users (the general population and high-risk populations), 
but TMP-SMX threshold points still exhibit the importance 
of providing prophylaxis. Although the upper bound AE 
estimate in conjunction with the lower bound estimate of 
drug effi cacy (40%) indicates 32.2% is the threshold point 
for total illness, this is the worst case scenario. Both the 
upper bound estimate for adverse events and the upper 
bound drug effi cacy are considered to be overestimations 
to the preferred best estimate. The effi cacy of TMP-SMX 
as a form of PEP is likely closer to 82% on the basis of 
its effi cacy as a prophylaxis for several infections such as 
toxoplasmosis and Pneumocystis carinii pneumonia (25). 
Moreover, because Q fever is primarily an incapacitating 
agent, severe illness is likely a good proxy for the disease’s 
effects on a population. Therefore, the severe case threshold 
point (assuming 82% drug effi cacy) is low, lying between 
0.002% and 0.007% for pregnant women, which provides 
strong support for PEP use in most cases where exposure 
is suspected.

On the basis of these analyses, we determined there are 
2 variables that most strongly infl uence the model. First, 
the effi cacy of the drug as prophylaxis for Q fever is 1 of 
the most important variables in this model. Understand-
ably, if the antimicrobial agent is effective, considerable 
illness and death will be prevented. Unfortunately, there 
are limited data on the effi cacy of these drugs at preventing 
Q fever illness. Sensitivity analysis was conducted on this 
variable to account for this uncertainty; however, based on 
treatment experiences with these drugs (doxycycline’s ef-
fi cacy ranges from 82% to 99% for Chlamydia trachomatis 
cervicitis) (22,23), we think the best estimates used in this 
study (82%) are conservatively close to the actual drug ef-
fi cacies. A second important variable in the model is the 
probability of PEP-related adverse events. Once again, at-
tempts were made to account for limited data by providing 
best and upper bound estimates for adverse events.

Although this risk-benefi t analysis may be very use-
ful when developing policy and offi cial PEP recommen-
dations, there are limitations to this design, such as some 
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Figure 4. Cases of illness averted in the general population after 
Coxiella burnetii exposure with the use of postexposure prophylaxis 
while accounting for a 1.0% probability of adverse events, broken 
down by virulence scenario and drug effi cacy. The “best estimate” 
scenario (primary analysis, A) uses best estimate input values, 
the “less virulent” scenario (B) uses input values that result in the 
least harmful outcome, the “more virulent” scenario (C) applies 
input values that result in the most harmful outcome or worst-case 
scenario. Drug effi cacy refers to the effi cacy of doxycycline as a 
post-exposure prophylaxis against C. burnetii infection. Analyses for 
doxycycline (used by the general and high-risk populations) were 
run at 2 potential drug effi cacies: 96.5% and 82%. The threshold 
points, the probability of exposure where the risk of adverse events 
equals the risk of illness, are noted on the graphs.
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of the data on which this analysis is based. Particularly, 
the recommendation that PEP should be administered 8–12 
days postexposure is based on a single study conducted on 
only 5 persons and 1 type of antimicrobial drug (oxytetra-
cycline). We acknowledge that these are limited data, but 
administration 8–12 days postexposure still remains the of-
fi cial recommendation of the US Army Medical Research 
Institute of Infectious Diseases. As a result, we remain 
consistent with current recommendations, but we are open 
to alternative options if more evidence becomes available. 
Conducting further animal studies would help to clarify the 
optimal time and duration of drug administration and the 
ideal antimicrobial drug. Newer drugs are now available 
and these may be more effective at preventing illness. 

Another limiting variable was the death rate from acute 
Q fever infection among non-PEP users. Our study assumed 
that all persons in whom acute or chronic illness develops 
are assumed to receive appropriate treatment and care for 
the duration of illness once a diagnosis of Q fever has been 
made. Although no estimates are available in the literature 
for the death rate among treated persons (only untreated), 
we chose to use the death rate for untreated persons (1%). 
However, because of the uncertainty of this value, sensitiv-
ity analyses were conducted to assess variable effect on the 
number of severe cases of illness averted. Online Appendix 
Table 4 shows how the change in input values for both the 
PEP and no PEP groups does not greatly impact the total 
number of severe cases of illness averted within the general 
population.

Also, as mentioned before, this risk-benefi t analysis 
is based on several assumptions, such as an overt attack, 
100% exposure, and 100% compliance of the entire study 
population. These assumptions simplify the situation and 
create a more quantifi able, but more unnatural, scenario. 
Although an overt attack is less likely to occur, future 
models can adjust this assumption to account for a delay 

in diagnosis or outbreak detection. Prophylactic effi cacy 
and ultimately the number of illnesses/deaths could vary 
depending on such factors as compliance and the number of 
organisms to which the person was exposed. Another limi-
tation to acknowledge is that C. burnetii is very resilient in 
the environment and exposure a long time after the initial 
dispersal could be an issue. Our model has only accounted 
for a single-exposure event, but future models should ad-
dress this point.

Several issues will also be important when considering 
PEP recommendations. First, when selecting a representa-
tive threshold value for each risk group, social and political 
concerns must be acknowledged and considered. If a thresh-
old value is 2.5%, it may be more realistic for decision mak-
ers to instruct all persons with any probability of exposure 
to take PEP rather than use valuable time and resources to 
determine a person’s numerical probability of exposure. In 
addition, before providing a specifi c numeric threshold value 
in the guidelines, knowing how to measure that probability 
of exposure is important. For example, if 7% is provided 
as a threshold, there must be a mechanism for differentiat-
ing between 6% and 8% or 5% and 15%. These threshold 
points and PEP recommendations must be useful and real-
istic. Some research has been conducted to evaluate how to 
determine likely concentrations of a bioterrorism agent and a 
person’s level of exposure by using computer modeling and 
simulation (38). Further studies on the assessment of expo-
sure would be benefi cial; modeling Q fever exposure would 
be especially critical given C. burnetii’s low infectious dose 
and high environmental stability (9). 

Also, this study does not directly address children <8 
years of age. In general, this population is not at higher risk 
for illness/death from Q fever infection than the general 
population. However, risk-benefi t analyses for children 
should be conducted to provide guidance on PEP recom-
mendations for this age group. Lastly, this analysis was 
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Table 4. Summary of threshold points by group, drug efficacy, and probability of an adverse event (best estimate/upper bound 
estimate)

Drug efficacy
82%

Population 96.50% 40%* Primary analysis Less virulent More virulent
General population

All cases of illness 2.1/6.3 NA 2.5/7.4 3.88/11.65 1.98/5.94
Severe illness 0.08/0.24 NA 0.09/0.28 0.58/1.75 0.05/0.14
Death 0.00/1.8 NA 0.00/2.1 0.00/28.49 0.00/0.36

High-risk population
 All cases of illness 2.1/6.3 NA 2.5/7.4 3.88/11.65 1.98/5.94
 Severe illness 0.03/0.09 NA 0.03/0.10 0.147/0.44 0.021/0.06
 Death 0.00/0.24 NA 0.00/0.28 0.00/3.5 0.00/0.05
Pregnant women
 All cases of illness 4.7/13.3 11.4/32.2 5.6/15.7 9.99/28.2 4.16/11.7
 Severe illness 0.002/0.006 0.005/0.014 0.002/0.007 0.0069/0.021 0.0016/0.0047
 Death 0.001/0.004 0.003/0.010 0.002/0.005 0.0053/0.0156 0.0006/0.0019
*Doxycycline was not evaluated at 40% drug efficacy. NA, not available. 
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conducted on the basis of the most frequently suggested 
prophylaxis regimens. However, other antimicrobial drugs 
should be evaluated with risk-benefi t analytic methods. 

Cost was not considered in this risk-benefi t analysis. 
Further studies are warranted to expand and support vari-
ous aspects of this analysis, including estimating the cost 
associated with the use of PEP after a deliberate release of 
C. burnetii. 

This study illustrates the importance and benefi t of 
postexposure prophylaxis in a mass-exposure scenario and 
also weighs the risk for prophylaxis-related adverse events. 
Early identifi cation of persons at increased risk for Q fever 
illness (pregnant women and high-risk populations) would 
be crucial in providing proper PEP and, in turn, preventing 
illness/death in these groups. Based on the study assump-
tions of exposure and compliance, PEP may be warranted 
and is likely to be effective at averting cases of illness and 
deaths in all 3 population groups when the probability of 
exposure to C. burnetii is above the population-specifi c 
threshold point. 
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etymologiaetymologia
Coxiella [kok′′ se-el′ ə] burnetii
Etiologic agent of Q fever, named after American bacteriologist Herald Rea Cox and Australian physician Frank 
MacFarlane Burnet, who both independently isolated the bacterium in the 1930s. C. burnetii belongs in the family 
Coxiellaceae, which consists of gram-negative rods without fl agella or a capsule. The bacteria occur in ticks and 
various vertebrates, including humans.
Source: Dorland’s illustrated medical dictionary, 31st edition. Philadelphia: Saunders; 2007; American Veterinary Medical Association. 
Q fever backgrounder. Available from http://www.avma.org/public_health/biosecurity/qfever_bgnd.asp

Now that you’ve read the article,
you can listen to the commentary.

Prophylaxis after Exposure 
to Coxiella burnetii



To determine whether clinical manifestations are asso-
ciated with genotypes or subtypes of Cryptosporidium spp., 
we studied a 4-year longitudinal birth cohort of 533 children 
in Peru. A total of 156 infection episodes were found in 109 
children. Data from fi rst infections showed that C. hominis 
was associated with diarrhea, nausea, vomiting, general 
malaise, and increased oocyst shedding intensity and dura-
tion. In contrast, C. parvum, C. meleagridis, C. canis, and C. 
felis were associated with diarrhea only. C. hominis subtype 
families were identifi ed (Ia, Ib, Id, and Ie); all were asso-
ciated with diarrhea. Ib was also associated with nausea, 
vomiting, and general malaise. All C. parvum specimens 
belonged to subtype family IIc. Analysis of risk factors did 
not show associations with specifi c Cryptosporidium spp. 
genotypes or subtypes. These fi ndings strongly suggest 
that Cryptosporidium spp. and subtypes are linked to differ-
ent clinical manifestations in children.

Cryptosporidiosis is often observed as a pediatric dis-
ease in areas where Cryptosporidium spp. are en-

demic. Children <2 years of age are frequently infected in 
theses areas in community (1–4) and hospital (5) settings. 
The spectrum of symptoms is diverse, ranging from acute 
diarrhea, severe chronic diarrhea (6), or vomiting to as-
ymptomatic infections (2,3). In community-based studies 
in Peru, ≈30% of immunocompetent children with cryp-
tosporidiosis reported diarrhea (2,7). In AIDS patients, the 

diversity of symptoms has been linked to immune status; 
severe chronic diarrhea affects patients whose CD4+ counts 
are <200 cells/mm3 (8). A recent study in HIV-infected pa-
tients in Peru showed that only 38% with Cryptosporidium 
infections had diarrhea (9), although 64% of participants 
had CD4+ counts <200 cells/mm3. However, the cause for 
these variations is not clearly understood.

The use of molecular tools in epidemiologic inves-
tigations has provided new insights into the diversity of 
Cryptosporidium spp. infecting humans and animals (10). 
There are at least 16 established Cryptosporidium spp. and 
>40 unnamed genotypes that are potentially different spe-
cies. At least 8 of them have been reported in humans: C. 
hominis, C. parvum, C. meleagridis, C. felis, C. canis, C. 
muris, and C. suis, and the Cryptosporidium cervine geno-
type. Molecular characterization of the 60-kDa glycopro-
tein (GP60) gene of C. hominis and C. parvum has enabled 
further division into subtype families and subtypes (11).

Humans are most frequently infected with C. hominis 
and C. parvum (7,11,12); recent reports indicate possible as-
sociations between these 2 organisms and different clinical 
manifestations. In Brazil, children infected with C. hominis 
had increased parasite shedding, more frequent presence of 
fecal lactoferrin, and delayed growth when compared with 
those infected with C. parvum (13). In a study of sporadic 
cryptosporidiosis in the United Kingdom, illness was more 
severe in persons infected with C. hominis than in those 
infected with C. parvum (14,15). A recent study reported 
different clinical manifestations among Cryptosporidium 
spp. in HIV-positive persons, and C. hominis was linked to 
more severe symptoms. The high virulence of C. hominis 
was evident within its subtype family Id, while absent in 
subtype families Ia and Ie (16).

In this study, we analyzed the diversity of Cryptospo-
ridium at the species, subtype family, and subtype levels in 
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children living in an area with endemic cryptosporidiosis. 
We also analyzed the association between clinical manifes-
tations and infections with specifi c Cryptosporidium spp. 
and C. hominis subtype families.

Methods

Study Design
Specimens and data were obtained from a longitudinal 

birth cohort study of diarrheal diseases conducted during 
1995–1998 in Pampas de San Juan de Mirafl ores, Lima, 
Peru. This community was initially settled in the 1980s by 
immigrants from rural areas. It is located in the outskirts of 
Lima and had at the time of the study ≈40,000 inhabitants. 
In this community, the prevalence of HIV infection was 
<1% (2,7). The study protocol was reviewed and approved 
by the institutional review boards of Johns Hopkins Uni-
versity and the Centers for Disease Control and Prevention. 
All participants provided informed consent before partici-
pation in the study.

Microscopy
The study participants were asked to provide weekly 

fecal specimens for microscopic detection of ova and para-
sites, including Cryptosporidium spp. Stool specimens were 
washed and concentrated by using the modifi ed Ritchie 
formalin-ether method and examined for Cryptosporidi-
um spp. oocysts by microscopy of smears stained with a 
modifi ed acid-fast stain. Intensity of Cryptosporidium spp. 
oocyst shedding in stools was determined by counting the 
number of oocysts per 50 μL of concentrated sample. We 
used a 0 to 3+ scoring system in which 0, negative; 1+, 
1–50 oocysts; 2+, 51–150 oocysts; and 3+, >150 oocysts.

Genotyping and Subtyping
Cryptosporidium spp. were identifi ed by using a small 

subunit rRNA-based PCR–restriction fragment length 
polymorphism genotyping tool (7,12,17). Subtyping of C. 
hominis and C. parvum was based on sequence analysis of 
GP60 genes (18). Each specimen was analyzed by either 
method at least twice. Subtype families within C. hominis 
and C. parvum were determined on the basis of sequence 
differences in the nonrepeat region of the gene. Within each 
subtype family, subtypes differed from each other, mostly 
in the number of serine-coding trinucleotide repeats (TCA, 
TCG, or TCT microsatellite) located in the 5′ region of the 
gene. The previously established nomenclature system was 
used to differentiate subtypes within each subtype family 
(11,16,17). For C. parvum subtype family IIc, the original 
GP60 sequence for C. parvum subtype family IIc (Gen-
Bank accession no. AF164491) was assigned as IIcA5G3a. 
Subtypes that diverged from this sequence were assigned 
subsequent alphabetical extensions.

Associated Clinical Manifestations and Risk Factors
Daily information on clinical manifestations was gath-

ered by using structured questionnaires. These data were 
collected by study personnel during interviews of adult 
caregivers of the participants. Data included relevant gas-
trointestinal symptoms such as abdominal pain, fever, gen-
eral malaise, nausea, vomiting, number and consistency of 
bowel movements, and blood in stools.

Study of potential risk factors for infections was based 
on sanitation and socioeconomic data obtained at study en-
rollment. These factors included hygiene parameters (water 
piped inside the house and presence of fl ush toilets), pres-
ence of animals (dogs, chicken, ducks, guinea pigs, rabbits, 
parrots, and sheep), house infrastructure (sturdy walls and 
roof), and indirect economic indicators (house infrastruc-
ture and possession of electronic appliances).

Defi nitions
For the epidemiologic and statistical analyses, we 

included data from eligible children who had >6 months 
of participation in the study and <20% noncompliance of 
study procedures. For the epidemiologic analyses we used 
the following defi nitions. 

Duration of an infection episode was defi ned as an epi-
sode that started on the fi rst date that Cryptosporidium spp. 
oocysts were microscopically detected in stools and ended 
on the date of the last positive stool that was followed by at 
least 3 weekly specimens that were microscopically nega-
tive. The length of the infection episode was the number of 
days between the start and end dates.

An episode of diarrhea was defi ned as a child hav-
ing >3 liquid or semiliquid bowel movements on any day 
and the mother’s assessment that the child had diarrhea. 
Diarrhea was considered associated with an episode if it 
occurred within 7 days of a positive result for Cryptospo-
ridium spp.

Statistical Analysis
Statistical analyses included data from participants 

infected with 1 species of Cryptosporidium and compared 
children with a specifi c Cryptosporidium sp. or C. hominis 
subtype family with all other participants not infected with 
that species or subtype family. Subtype families were com-
pared because of the extensive sequence polymorphism in 
the nonrepeat regions of GP60, and subtypes within fami-
lies primarily differed from each other in the length of the 
serine stretch at the beginning of the protein. Data from the 
few children infected with >1 species or subtype determi-
nations that were confl icting with genotype categorizations 
were excluded from that particular comparison. Because all 
C. parvum in this population belonged to 1 subtype family, 
results were presented at the species level. Few participants 
were infected with C. canis and C. felis and these species 
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are genetically divergent from C. hominis, C. parvum, and 
C. meleagridis. Therefore, the data for these persons were 
pooled.

Poisson regression was used to compare incidence 
rates of gastrointestinal symptoms (dependent variables) 
and infections with Cryptosporidium spp. or subtype fami-
lies (independent variables) detected in each infection epi-
sode. This model was used to incorporate individual inci-
dence rates of infections and the duration that each person 
participated in the study. These regression analyses were 
conducted by using SAS Proc Genmod (SAS Institute, 
Cary, NC, USA) for linear models. The generalized esti-
mating equations procedure was implemented to adjust for 
correlation among multiple infections for the same child. 
Statistical signifi cance for a priori tests was set at α = 0.05. 
Whenever multiple subtypes were compared, a separate 
Bonferroni adjustment was used to maintain an overall 
experiment-wide α of 0.05.

The χ2 or Fisher exact tests were used to analyze any 
association between Cryptosporidium spp. or subtypes and 
animal contacts or socioeconomic risk factors. Pooled t test 
was used to investigate the differences in age at fi rst in-
fection episode among Cryptosporidium spp. and subtype 
families. All statistical analyses were performed by using 
SAS version 9.1 (SAS Institute).

Results
A total of 533 children were enrolled, and their median 

age at enrollment was 14 days. They contributed 44,042 
stool specimens for detection of enteric parasites and 
324,067 child-days of clinical manifestation surveillance.

Prevalence of Cryptosporidiosis
Data from 368 participants who met the evaluable cri-

teria were included in the epidemiologic analyses. Cryp-
tosporidiosis was detected by microscopy for 109 partici-
pants, for a total of 156 infection episodes. Among them, 
71 children had 1 infection, 30 had 2 infections, 7 had 3 
infections, and 1 had 4 infections.

Cryptosporidium spp. Genotypes and Subtypes
Genotype data for Cryptosporidium spp. were ob-

tained from 127 (81%) of 156 infection episodes. Among 
those genotyped, C. hominis (70%) was the species most 
frequently detected, followed by C. parvum (13%) and C. 
meleagridis (8%). In contrast, C. canis and C. felis were 
detected in 2% and 5% of cases, respectively (Table 1). 
Among 106 infection episodes with either C. hominis (89) 
or C. parvum (17), subtype analysis was successfully ac-
complished for 78 of 89 infections with C. hominis and 
14 of 17 infections with C. parvum. Four subtype families 
were identifi ed within C. hominis: Ia, Ib, Id, and Ie, the least 
frequent was Id. All infections with C. parvum belonged to 

subtype family IIc. Novel subtype sequences were deposit-
ed in GenBank under accession nos. EU095258–EU095267 
(Table 2).

Several subtypes were found within subtype families 
Ia and Id of C. hominis and IIc of C. parvum. Subtype 
family Ia was the most diverse with 6 subtypes, followed 
by subtype families Id and IIc, each with 3 subtypes. In 
contrast, subtype families Ib and Ie each had only 1 sub-
type: IbA10G2 was the only subtype in subtype family Ib 
and IeA11G3T3 was the only subtype in subtype family Ie 
(Table 2).

Cryptosporidium spp. and Oocyst Shedding
The mean age for fi rst infections was 1.6 years of age 

(median 1.4 years, range 0.2–4.7 years). Infections with C. 
parvum occurred at a younger age than those with other gen-
otypes, and infections with C. canis or C. felis occurred in 
older children. However, these differences were not statisti-
cally signifi cant after the Bonferroni correction (Table 3).

The mean duration of the fi rst infection episode was 8.1 
days (median 5.5 days, range 1–40 days). Infections with 
C. hominis (mean 10.3 days) lasted longer than infections 
with other species of Cryptosporidium (mean 5.8 days; p 
= 0.001). The length of the infection episodes among chil-
dren infected with different subtype families of C. hominis 
was not signifi cantly different (9.3, 13.1, 7.7, and 12.8 days 
for Ia, Ib, Id, and Ie, respectively).

Similar patterns were observed for intensity of parasite 
excretion. Children infected with C. hominis had higher 
parasite excretion scores (mean 1.93) than those infected 
with other species of Cryptosporidium (mean 1.42; p = 
0.021). Among children infected with different subtype 
families of C. hominis, the intensity of parasite shedding 
was similar.

Sequential Cryptosporidium spp. Infections
Among children with complete genotyping data, se-

quential infections were detected in 17 children: 15 had 
2 episodes of Cryptosporidium spp. infection and 2 had 3 
episodes (total of 19 reinfection events). The median in-
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Table 1. Frequency of infections with Cryptosporidium spp. in 
533 children, Peru 

No. (%) infection episodes 
Species First Overall
C. hominis 61 (64.9) 89 (70.1) 
C. parvum 15 (16.0) 17 (13.4) 
C. meleagridis 9 (9.6) 10 (7.9) 
C. canis 2 (2.1) 2 (1.6) 
C. felis 4 (4.3) 6 (4.7) 
C. hominis and C. parvum 2 (2.1) 2 (1.6) 
C. canis and C. meleagridis 1 (1.1) 1 (0.8) 
No. genotyped 94 127
Total episodes 109 156
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terval between infections was 10 months (range 2.1–26 
months). The same Cryptosporidium sp. was detected in 
6 of 15 children with 2 episodes and 1 of 2 children with 3 
infections, all involving C. hominis (Table 4). When analy-
sis of reinfections included C. hominis subtype family data, 
only 2 sequential infections occurred with the same sub-
type family: child 5395 had C. hominis subtype family Id 
in the fi rst and second infections, and child 5076 had C. 
hominis subtype family Ie in the second and third episodes 
of cryptosporidiosis.

Cryptosporidium spp. and Subtypes 
and Associated Clinical Manifestations

Distribution of species and subtype families at fi rst in-
fection among 109 Cryptosporidium spp.–infected children 
was similar to the distribution in all infection episodes. A 
second model analyzed the data from all infection episodes 
(Table 5).

On the basis of microscopy results, 36% of infected 
children had diarrhea, 28.4% had general malaise, 16.5% 

had abdominal pain, 15.7% had vomiting, and 7.9% had 
nausea. None of the study participants reported fever or 
blood in stools. Overall, 44.1% reported >1 of the manifes-
tations assessed in the study.

Associated clinical manifestations at fi rst infection 
varied among different Cryptosporidium spp. First infec-
tions with C. hominis were associated with nausea, vomit-
ing, general malaise, and diarrhea (Table 5). In contrast, 
infections with other species were associated with diarrhea 
only.

Patterns of clinical manifestations also varied among 
C. hominis subtype families. Infections with subtype fam-
ily Ib were associated with nausea, vomiting, general mal-
aise, and diarrhea. Infections with other subtype families 
(Ia, Id, and Ie) were generally associated with diarrhea 
only. A similar trend was also seen in the cumulative 
analysis of all infection episodes at the species and sub-
type family levels. A possible exception was C. hominis 
subtype family Ia, which showed an association with nau-
sea and vomiting at fi rst infections but did not show such 
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Table 2. Distribution of subtype families and subtypes of Cryptosporidium hominis and C. parvum in 533 children, Peru 
No. episodes (%) 

Species Subtype families At first infection All
Subtype: no. (%)  

within subtype family 
GenBank

accession no. 
C. hominis Ia 15 (24.6) 21 (26.9) IaA11R4: 3 (14) EU095258*

IaA12R4: 7 (33) EU095259*
IaA13R4: 1 (5) EU095260*
IaA13R7: 1 (5) EU095261*
IaA14R6: 5 (24) EU095262*
IaA15R3: 3 (14) EU095263*

Ib 16 (26.2) 23 (29.5) IbA10G2: 23 (100) AY262031 
Id 7 (11.5) 12 (15.4) IdA10: 9 (75) EU095264*

IdA15: 1 (8) DQ280498 
IdA20: 2 (16) EU095265*

Ie 15 (24.6) 19 (24.4) IeA11G3T3:19 (100) DQ665689 
lb + le  1 (1.6) 1 (1.3) 1 (1.3) 
Ib + id 1 (1.6) 1 (1.3) 1 (1.3) 
Id + ie 1 (1.6) 1 (1.3) 1 (1.3) 

C. hominis and C. parvum Id + IIc 1
C. parvum IIc 14 (100) 14 (100) IIcA5G3a: 12 (86) AY738195 

IIcA5G3b: 1 (7) EU095266*
IIcA5G3c: 1 (7) EU095267*

*From this study. 

Table 3. Age at first infection by Cryptosporidium spp. and subtype family in 533 children, Peru 
Species or subtype family No. episodes Age, y, mean (range) p value
C. hominis 61* 1.93 (0.19–9.51) 0.026†

Subtype family Ia 15 2.13 (0.67–8.05) 0.113
Subtype family Ib 16 1.38 (0.60–2.82) 0.176
Subtype family Id 7 1.41 (0.19–3.34) 0.645
Subtype family Ie 15 1.81 (0.25–9.51) 0.723

C. parvum 15 1.22 (0.44–2.49) 0.034†
C. meleagridis 9 1.43 (0.78–2.75) 0.615
C. canis or C. felis‡ 6 2.26 (0.68–3.74) 0.039†
Mixed infections 2 1.62 (1.44–1.79) Not done 
*Eight C. hominis infections did not have subtype family data. 
†Not significant after Bonferroni adjusted  = 0.05/5 = 0.01. 
‡Includes 1 mixed infection with C. meleagridis and C. canis.
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an association in the cumulative analysis of all infection 
episodes (Table 5).

Discussion
Rates of clinical manifestations in our study were lower 

than rates reported for a birth cohort in Brazil, where 81% 
of 42 participants infected with C. hominis or C. parvum 
had diarrhea (13). This difference can be attributed to dif-
ferences in study designs. Our study analyzed weekly stool 
samples for the presence of Cryptosporidium spp. and other 
parasites in a cohort of healthy children. In contrast, the 
cohort study in Brazil was designed to identify causes of 
diarrhea, and the specimens were collected within 2 weeks 
of clinical identifi cation of diarrhea.

C. hominis was the predominant species in this com-
munity-based longitudinal study, followed by C. parvum 
(7). This predominance of C. hominis has been observed 
in persons in other developing countries, such as pediatric 
populations from Malawi (19), Kenya (20), India (21), Hai-
ti (22), and Brazil (13), children and elderly persons from 
South Africa (23), and hospitalized HIV-infected children 
from South Africa and Uganda (24,25). As reported in pre-
vious studies (21,24,26,27), we also detected few concur-
rent infections with multiple Cryptosporidium spp. or C. 
hominis subtype families.

We observed a comparatively large proportion of par-
ticipants infected with C. meleagridis, a fi nding that was 
also reported at a high frequency in HIV-infected adults in 
Lima, Peru (12,16). This species has been rarely reported 
for studies from other locations such as Portugal (28), India 

(21,26,29), Taiwan (30), or Iran (31) that included either 
children or adults with or without HIV infections. It should 
be noted that the diversity of Cryptosporidium spp. is also 
affected by the methods used. We used a genotyping tool 
proven to distinguish several dozen species and genotypes. 
However, methods based on genes coding for a 70-kDa 
heat-shock protein (32), Cryptosporidium spp. oocyst wall 
protein (33), or a smaller fragment of the small subunit 
rRNA gene (34) discriminate fewer Cryptosporidium spp. 
and genotypes.

Overall, distribution of species and C. hominis subtype 
families in our study was similar to that found in an HIV 
study in Lima, Peru (12,16). These 2 studies were con-
ducted in the same area but in different study populations. 
In both studies, all C. parvum specimens belonged to sub-
type family IIc, which is considered anthroponotic in ori-
gin (17). The normally zoonotic subtype family IIa was not 
seen in our study population. This fi nding is also supported 
by our risk factor data, which showed the lack of bovines in 
the study households and the absence of cattle farms in or 
near the community of Pampas de San Juan. The similarity 
of the species and subtype distribution in both studies is 
highly suggestive that the prevalence of Cryptosporidium 
spp. and subtypes in a specifi c location is independent of 
the immune status of the study population.

The role of parasite genetics in clinical manifestations 
of cryptosporidiosis is not clear. Studies of human volun-
teers showed that exposure provided some degree of pro-
tection against infection and illness; the infection rates and 
frequencies of infection-associated clinical manifestations 
were lower for subsequent infections (35). Thus, clinical 
manifestations caused by parasite differences would be bet-
ter observed in primary infections. Our longitudinal birth 
cohort study enrolled children at an early age (median 14 
days), which enabled us to study genotypes and subtypes 
present at fi rst infections and their associations with differ-
ent clinical manifestations.

First infections with all species and C. hominis subtype 
families were associated with diarrhea. However, only C. 
hominis subtype family Ib was also associated with nau-
sea, vomiting, and general malaise, but C. hominis subtype 
families Ia, Id, and Ie, and other Cryptosporidium spp. were 
not. Previously, other studies had suggested that C. homi-
nis might be more pathogenic than other species or might 
induce different clinical manifestations (13,15,21). Our re-
sults indicate that within C. hominis, subtype family Ib may 
be more pathogenic than Ia, Id, and Ie. Subtype family Ib 
of C. hominis is the most frequently detected Cryptospo-
ridium spp. in waterborne outbreaks of cryptosporidiosis in 
industrialized nations (36).

A previous study of cryptosporidiosis in HIV-infected 
persons in Peru showed that infections with different spe-
cies or subtype families were associated with different clin-
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Table 4. Cryptosporidium spp. and subtype families of C. hominis
detected in reinfection events in 533 children, Peru 

Infection
Event First Second Third
5444 C. parvum (IIc) C. hominis (Id and Ie) C. hominis

(Ib)
5076 C. hominis (Id) C. hominis (Ie) C. hominis

(Ie)*
E392 C. hominis (Ib) C. hominis (Ie) 
K283 C. hominis (Ib) C. hominis (Id) 
5395 C. hominis (Id) C. hominis (Id)* 
5125 C. hominis C. hominis (Ia) 
D037 C. hominis C. hominis (Ia) 
5492 C. hominis C. hominis (Id) 
5471 C. hominis (Ib) C. parvum
5399 C. hominis (Ie) C. felis
5370 C. parvum C. hominis (Id) 
5266 C. meleagridis C. hominis (Ib) 
H131 C. meleagridis C. hominis (Ia) 
5082 C. meleagridis C. hominis
5300 C. felis C. hominis
5085 C. canis C. hominis
5049 C. hominis and 

C. parvum
C. felis

*Reinfections with the same subtype family. 



RESEARCH

ical manifestations. Patients infected with subtype families 
Ib and Id of C. hominis, C. parvum, or C. canis/C. felis were 
more likely to have chronic diarrhea, and patients infected 
with C. parvum were more likely to have infection-associ-
ated vomiting (16). Overall, subtype family Id was the most 
virulent in the HIV study and was strongly associated with 
diarrhea in general and chronic diarrhea in particular. Sub-
type family Ib was also marginally associated with diarrhea 
and vomiting but not with chronic diarrhea. In this study, 
however, Id was only associated with diarrhea. This differ-
ence may be caused by the fact that chronic cryptospori-
diosis, the life-threatening manifestation of the disease in 
AIDS patients, was never detected in this study of pediatric 
patients, and few children in this study were infected with 
subtype family Id, which might have prevented us from as-
sessing its clinical manifestations fully. Nevertheless, our 
study corroborated the previous observation of defi ned pat-
terns of clinical manifestations associated with different 
Cryptosporidium spp. and C. hominis subtype families.

We also conducted a risk factor analysis for predic-
tors of infection, including age at fi rst infection, in which 
we did not identify statistically signifi cant associations be-
tween any Cryptosporidium spp. or subtype families and 
any of the variables analyzed, although they covered basic 

aspects of sanitation and zoonotic, foodborne, and water-
borne transmission. One possible explanation is that our 
questionnaires did not obtain data on factors that were rel-
evant. However, the same questionnaire successfully iden-
tifi ed infection risk factors for other organisms in the same 
community (2). A more likely explanation is that because 
most Cryptosporidium spp. in this study were anthroponot-
ic in origin, children may be constantly exposed to these 
ubiquitous parasites through different transmission routes. 
Therefore, single exposure variables were not identifi ed as 
risk factors. This constant exposure may also fi t the age dis-
tribution pattern of cryptosporidiosis in the community, in 
which most cases are found in children <2 years of age, oc-
casionally found in older children, and almost never found 
in immunocompetent adults. This fi nding is in contrast to 
transmission of Cryptosporidium spp. in industrialized na-
tions, where infections have been frequently associated 
with waterborne transmission from either drinking water 
(37) or recreational water (38).

In conclusion, clinical manifestations of cryptospori-
diosis in healthy populations in disease-endemic areas are 
likely diverse, and the spectrum of these clinical mani-
festations can be attributed in part to the different species 
of Cryptosporidium and subtype families of C. hominis. 
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Table 5. Associations between infections with Cryptosporidium spp. or C. hominis subtype families and clinical manifestations 
expressed as incidence rate ratios in 533 children, Peru* 

First infection All infections 
Clinical manifestation IRR p value IRR p value
Children infected with C. hominis vs. those with cryptosporidiosis but not infected with C. hominis
 Nausea 5.469 <0.001† 3.531 0.037‡
 Vomiting 2.252 <0.001† 2.359 0.023‡
 General malaise 2.523 <0.001† 2.071 0.035‡
 Diarrhea 3.690 <0.001† 4.886 <0.001†
Children infected with C. parvum vs. those with cryptosporidiosis but not infected with C. parvum
 Diarrhea 3.249 <0.001† 4.562 <0.01†
Children infected with C. meleagridis vs. those with cryptosporidiosis but not infected with C. meleagridis
 Diarrhea 2.484 0.006† 7.684 <0.001†
Children infected with C. canis or C. felis vs. those with cryptosporidiosis but not infected with these species  
 Diarrhea 3.122 0.002† 1.528 0.662
Children infected with C. hominis subtype family Ia vs. those not infected with that subtype family 
 Nausea 5.020 <0.001† 3.203 0.183
 Vomiting 2.280 0.013‡ 2.100 0.141
 Diarrhea 2.442 <0.001† 3.061 0.002†
Children infected with C. hominis subtype family Ib vs. those not infected with that subtype family 
 Nausea 12.516 <0.001† 8.402 0.006†
 Vomiting 4.752 <0.001† 4.868 0.004†
 General malaise 4.939 <0.001† 4.139 0.006†
 Diarrhea 5.510 <0.001† 6.506 <0.001†
Children infected with C. hominis subtype family Id vs. those not infected with that subtype family 
 Diarrhea 2.999 <0.001† 3.171 0.022‡
Children infected with C. hominis subtype family Ie vs. those not infected with that subtype family 
 General malaise 1.830 0.010‡ 1.613 0.333
 Diarrhea 3.117 <0.001† 4.160 0.001†
*Determined by Poisson regression analyses. IRR, incidence rate ratio. 
†Statistically significant at Bonferroni corrected  = 0.01. 
‡Statistically significant at p<0.05. 
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Although further laboratory and longitudinal cohort stud-
ies in other disease-endemic areas are needed to validate 
our observations, these results demonstrate that parasite 
genetics may play an important role in the clinical mani-
festations of human cryptosporidiosis. Future studies 
should be conducted in different geographic settings; they 
should overcome some potential limitations of this study, 
such as lack of data on other gastrointestinal pathogens, 
which might have confounded the clinical fi ndings, and 
small sample sizes, which had limited the power of the 
statistical analyses.
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Women with urinary tract infections (UTIs) in Califor-
nia, USA (1999–2001), were infected with closely related or 
indistinguishable strains of Escherichia coli (clonal groups), 
which suggests point source dissemination. We compared 
strains of UTI-causing E. coli in California with strains caus-
ing such infections in Montréal, Québec, Canada. Urine 
specimens from women with community-acquired UTIs 
in Montréal (2006) were cultured for E. coli. Isolates that 
caused 256 consecutive episodes of UTI were character-
ized by antimicrobial drug susceptibility profi le, enterobac-
terial repetitive intergenic consensus 2 PCR, serotyping, 
XbaI and NotI pulsed-fi eld gel electrophoresis, multilocus 
sequence typing, and phylogenetic typing. We confi rmed 
the presence of drug-resistant, genetically related, and tem-
porally clustered E. coli clonal groups that caused commu-
nity-acquired UTIs in unrelated women in 2 locations and 2 
different times. Two clonal groups were identifi ed in both lo-
cations. Epidemic transmission followed by endemic trans-
mission of UTI-causing clonal groups may explain these 
clusters of UTI cases.

Community-acquired extraintestinal infections with Es-
cherichia coli range in frequency from 6 to 8 million 

cases of uncomplicated cystitis per year to 127,500 cases of 
sepsis per year in the United States (1). Urinary tract infec-
tions (UTIs) caused by E. coli are one of the most common 
extraintestinal infections in women and, because of their 
high incidence, are the focus of most epidemiologic stud-
ies. The source of E. coli for these infections is a person’s 
intestinal tract; however, how these E. coli are acquired by 
the gut is unclear. Risk factors that lead to intestinal colo-

nization with extraintestinal E. coli differ from factors as-
sociated with development of infection.

Young, otherwise healthy, sexually active women 
have the highest risk for community-acquired UTIs. The 
main risk factors for UTI are recent and frequent sexual 
intercourse, contraceptive use, and a history of UTIs (2,3). 
Treatment for UTIs usually involves a short course of an 
antimicrobial drug, such as trimethoprim-sulfamethoxazole 
(TMP-SMZ). Over the past decade, the prevalence of drug 
resistance in E. coli has increased dramatically, compli-
cating management of these infections. Across the United 
States and Canada, urinary tract isolates of E. coli from out-
patient clinics showed increased resistance to TMP-SMZ 
and ampicillin (4). A more serious concern has been the 
gradual increase in fl uoroquinolone (e.g., ciprofl oxacin) re-
sistance among UTI isolates (5).

There is increasing evidence that the E. coli that cause 
UTIs and other extraintestinal infections may be responsi-
ble for community-wide epidemics. In 1986–1987, E. coli 
O15:K52:H1 caused an outbreak of community-acquired 
UTIs and septicemia in South London, England (6). The 
distinctive drug resistance profi le of this clonal group con-
tributed to its recognition in London and other areas of Eu-
rope and the United States (7,8). Other outbreaks of UTI 
caused by E. coli have been described and include a cluster 
of UTI cases in Copenhagen, Denmark, caused by E. coli 
O78:H10 and a larger outbreak in Calgary, Alberta, Can-
ada, caused by extended-spectrum β-lactamase (ESBL)–
producing E. coli (9,10).

In 2001, we reported that a multidrug-resistant E. coli 
clonal group designated clonal group A (CgA), defi ned 
by an enterobacterial repetitive intergenic consensus 2 
(ERIC2) PCR and characterized by O11, O77, O17, and 
O73:K52:H18 serotypes, caused 11% of all E. coli UTIs 
and 49% of all TMP-SMZ–resistant E. coli UTIs in 1 
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California, USA, community over a 4-month period (11). 
Members of this clonal group were responsible for drug-
resistant UTIs in university communities in Michigan and 
Minnesota and a community in Colorado (12), and for 
pyelonephritis in several states (13). We also identifi ed ad-
ditional clonal groups in a second cross-sectional study in 
Berkeley, California (14).

Identifi cation of outbreak strains of E. coli that cause 
extraintestinal infections suggests that point sources, possi-
bly contaminated food, may be responsible for local spread 
of genetically related E. coli strains in the United Kingdom. 
Recent work in the United Kingdom has focused on a pos-
sible link between the increase in ESBL-producing E. coli 
and food animal production. An estimated 30,000 cases 
of human infection with ESBL-producing E. coli occur 
each year in the United Kingdom, and studies have found 
epidemic strains of ESBL-producing E. coli in the United 
Kingdom and throughout the world (15–17). The Health 
Protection Agency has suggested that imported chicken 
may be a route for introduction of ESBL-producing E. coli 
into the United Kingdom. Recent research by this agency 
did not identify a direct link between ESBL-positive strains 
of E. coli and chickens and humans (18), but other inves-
tigators found evidence for a link between drug resistance 
and specifi c genotypes of extratintestinal E. coli in animal 
food products and human infections in Minnesota and 
Washington, DC (19–21).

To further investigate the molecular epidemiology of 
disseminated E. coli clonal groups that cause UTIs, we con-
ducted a cross-sectional study in a population of university 
women from Montréal, Québec, Canada, with UTI caused 
by E. coli and compared these organisms with those iso-
lated from women with UTI in California. We sought to 
identify women in similar risk groups, but at different times 
and in different locations, to determine whether unrelated 
women with UTIs caused by indistinguishable strains of E. 
coli could be identifi ed, and to determine whether the dis-
tribution was identical of clonal groups that were causing 
UTIs in these 2 communities.

Methods

Study Design
We conducted a cross-sectional study in collaboration 

with the Student Health Services at McGill University in 
Montréal in 2006. Eligible women 18–45 years of age who 
came to the health center with a suspected UTI were enrolled 
in the study. A UTI was clinically defi ned as >2 symptoms 
suggestive of this infection and included dysuria, increased 
urinary frequency or urgency, pyuria, hematuria, and >102 
CFUs of E. coli/mL of clean-catch urine. If a woman had 
>1 UTIs during the study period, only data concerning the 
fi rst UTI was eligible for inclusion in the analyses. Details 

of studies in California have been reported (11,14). The 
study protocol was reviewed and approved by the McGill 
University, Institutional Review Board (A01-M04–05A).

Isolation of E. coli
Urine samples were immediately cultured on Uricult 

(Orion Diagnostica, Espoo, Finland) MacConkey/cysteine 
lactose electrolyte–defi cient agar dip slides. One arbitrarily 
selected colony (or multiple if morphologically different 
colonies were present) was selected from the MacCon-
key side. Lactose- and indole-positive colonies were pre-
sumptively identifi ed as E. coli (22). Those isolates that 
were either lactose or indole negative were cultured on 
CHROMagar orientation plates (Becton Dickinson BBL 
Diagnostics, Sparks, MD, USA) and tested for lysine and 
ornithine decarboxylases (Moeller decarboxylase tests; 
PML Microbiologicals, Mississauga, Ontario, Canada). 
The reference strains used for carboxylase testing included 
Klebsiella pneumoniae (American Type Culture Collection 
[ATCC] no. 13883) and Enterobacter cloacae (ATCC no. 
13047). Those isolates that were classifi ed as E. coli on the 
CHROMagar plates and positive for lysine and ornithine 
decarboxylases were presumptively identifi ed as E. coli. 
One E. coli isolate from each urine culture was arbitrarily 
selected for further analysis.

Antimicrobial Drug Susceptibility
Isolates were screened for susceptibility to TMP-

SMZ, ciprofl oxacin, cephalothin, nitrofurantoin, ampicillin, 
chloramphenicol, streptomycin, and tetracycline by the disk 
diffusion assay (Becton Dickinson BBL Diagnostics). E. coli 
strain ATCC 25922 was used as the reference strain. Iso-
lates were defi ned as resistant, intermediate, or susceptible 
to each antimicrobial drug according to Clinical and Labo-
ratory Standards Institute interpretive criteria (23). Isolates 
with intermediate resistance were defi ned as susceptible.

ERIC2 PCR Fingerprinting
All E. coli isolates were screened by using the ERIC2 

PCR fi ngerprinting assay (24). Images of electrophoretic 
patterns were scanned into a software program (GelCom-
par II version 3.5; Applied Maths Inc., Austin, TX, USA) 
for analysis. Dendrograms based on ERIC2 PCR patterns 
were inferred from the Dice similarity coeffi cient matrix 
generated by GelCompar by the unweighted pair group 
method with arithmetic averages. Isolates with fi nger-
prints that were indistinguishable on visual inspection or 
by GelCompar II version 3.5 (Applied Maths Inc.) analysis 
were grouped and selected for further typing.

Pulsed-Field Gel Electrophoresis
XbaI and NotI pulsed-fi eld gel electrophoresis (PFGE) 

was conducted on all putative clonal isolates, as defi ned 
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by ERIC2 PCR (25). Isolates showing <6 band differenc-
es in their patterns were considered to be possibly related 
according to the criteria of Tenover et al. (26). Images of 
patterns were scanned into GelCompar II version 3.5 and 
analyzed as for ERIC2 PCR.

Serotypes
Serotyping was performed for Montréal E. coli isolates 

that were indistinguishable by ERIC2 PCR. O and H sero-
typing was performed by the Enteric Diseases Program at the 
National Microbiology Laboratory, Winnipeg, Manitoba, 
Canada, by using established protocols. Isolates from Cali-
fornia were evaluated for serogroup only at the E. coli Refer-
ence Center (Pennsylvania State University, University Park, 
PA, USA). Isolates that were motile but non reactive with O 
or H antiserum were classifi ed as nontypeable (OUNTYPE) 
and those that were nonmotile were denoted (HNM).

Multilocus Sequence Typing and 
Determination of Phylogenetic Group

Multilocus sequence typing (MLST) was performed 
as described (27). Gene amplifi cation and sequencing were 
performed by using the primers specifi ed at the E. coli 
MLST website (http://web.mpiib-berlin.mpg.de/mlst/dbs/
Ecoli). Allelic profi le and sequence type (ST) determina-
tions were assigned according to the E. coli MLST website 
scheme. The major E. coli phylogenetic group (A, B1, B2, 
and D) was determined by using a multiplex PCR (28).

Clonal Group
A clonal group was defi ned as >2 E. coli isolates show-

ing indistinguishable patterns by ERIC2 PCR. These groups 
were given letter designations, such as CgA. Clonal group 
designations assigned for the California study isolates 
were retained (CgA to CgG), and clonal groups identifi ed 
in Montréal were assigned new letter designation begin-
ning with CgH. To support categorization of these clonal 
groups, isolates showing indistinguishable ERIC2 PCR 
patterns were also evaluated by PFGE, serotyping, drug 
susceptibility testing, MLST, and phylogenetic typing.

Statistical Analyses
All analyses were conducted by using Stata version 9.0 

(Stata Corporation, College Station, TX, USA). Proportions 
and 95% confi dence intervals (CIs) were estimated. Differ-
ences in proportions were assessed by χ2 tests. Statistical 
signifi cance was defi ned by p<0.05.

Results

Study Participants
From January 2006 to January 2007, 656 urine samples 

were submitted. E. coli was isolated from 300 urine sam-

ples obtained from 256 women in Montréal. Only samples 
from the fi rst UTI were included in the analyses. A total of 
311 (47%) samples yielded no bacteria, and 45 (7%) con-
tained an organism other than E. coli. Results for the E. coli 
isolated from these 256 women with UTIs were compared 
with results for E. coli isolated from 434 women with UTIs 
in California (1999–2001).

Antimicrobial Drug Susceptibility
Antimicrobial drug resistance for the Montréal and Cali-

fornia isolates is summarized in Table 1. For the drugs tested, 
isolates from Montréal showed comparable resistance levels 
to those from California, although resistance to TMP-SMZ 
was higher in isolates from California (20% in California vs. 
14% in Montréal; p = 0.07) and ciprofl oxacin resistance was 
slightly higher in isolates from Montréal (2% in California 
vs. 4% in Montréal; p = 0.06). Resistance to nitrofurantoin 
was not detected in isolates from either location.

ERIC2 PCR Fingerprinting
ERIC2 PCR fi ngerprinting identifi ed 4 clonal groups 

(CgA, CgC, CgH, and CgI) among Montréal isolates (data 
not shown). The prevalence of these clonal groups in Mon-
tréal in 2006 was 13 CgA (5%, 95% CI 0.03–0.09), 10 CgC 
(4%, 95% CI 0.02–0.07), 7 CgI (3%, 95% CI 0.01–0.06), 
and 5 CgH (2%, 95% CI 0.01–0.04). CgA and CgC were 
identifi ed from both study sites. In the California studies, 32 
CgA isolates (7%, 95% CI 0.05–0.10) and 12 CgC isolates 
(3%, 95% CI 0.01–0.05) were identifi ed. Clonal groupings 
were confi rmed by PCR reamplifi cation, and these group-
ings also included representatives of clonal groups identi-
fi ed in the California studies (11,14).

CgH was uniformly resistant to ampicillin and strep-
tomycin and susceptible to all other drugs tested. CgC was 
susceptible to all drugs tested (except for 1 isolate that was 
resistant to ampicillin). CgA was primarily resistant to TMP-
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Table 1. Antimicrobial drug resistance of Escherichia coli*   

Characteristic 

Berkeley, 
California, 

USA† 

Montréal, 
Québec, 
Canada‡ p value§ 

Total primary E. coli 434 256  
Drug  No. (%) resistant  
 Trimethoprim- 
 sulfamethoxazole 

85 (20) 36 (14) 0.07 

 Cephalothin 11 (3) 7 (3) 0.90 
 Ciprofloxacin 8 (2) 11 (4) 0.06 
 Nitrofurantoin 0 0  
 Ampicillin ND 83 (32) ND 
 Tetracycline ND 40 (16) ND 
 Chloramphenicol ND 7 (3) ND 
 Streptomycin ND 48 (19) ND 
*ND, not done. 
†October 1999–January 2000 and October 2000– January 2001. 
‡January 2006–January 2007 
§By 2 test. 
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SMZ and ampicillin; resistance to the other drugs varied. 
CgI showed the most extensive resistance. This group was 
resistant to ciprofl oxacin and TMP-SMZ, and 2 members of 
CgI were resistant to 5 drugs. Drug-resistance profi les for 
each clonal group member from both study sites are shown 
in Table 2 and the online Appendix Table (available from 
www.cdc.gov/EID/content/14/10/1575-appT.htm).

Pulsed-Field Gel Electrophoresis
PFGE confi rmed the presence of 4 clonal groups 

among the Montréal isolates. CgH was found only in Mon-
tréal and showed indistinguishable XbaI and NotI PFGE 
patterns (Figure 1). CgI was also found only in Montréal 
and could be considered possibly related by the criteria 
of Tenover et al. (26) (Figure 2). Patterns of CgC isolates 
(Figure 3) identifi ed in California and Montréal differed by 
<6 bands, regardless of restriction enzyme used. The PFGE 
results for CgA varied the most among all clonal groups 
from Montréal; in some cases, the PFGE patterns showed 
>6 band differences (Figure 4).
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Table 2. Characteristics of clonal isolates of Escherichia coli from women with urinary tract infections, Montréal, Québec, Canada, 
2006

Antimicrobial drug resistance profile§ 
Isolate
no. Genotype* Serotype MLST† Phy‡ Date of infection CIP CEP NIT

TMP-
SMZ AMP CAM STR TET

362 C O1:H7 ST95 B2 2006 Jan 23 0 0 0 0 0 0 0 0
363 C O1:H7 2006 Jan 23 0 0 0 0 0 0 0 0
413 C O18:H7 ST95 B2 2006 Feb 13 0 0 0 0 0 0 0 0
414 C O1:H7 2006 Feb 13 0 0 0 0 0 0 0 0
439 C O1:H7 2006 Feb 28 0 0 0 0 0 0 0 0
762 C O1:K1:H7 ST95 B2 2006 Sep 28 0 0 0 0 0 0 0 0
767 C O1:K1:H7 2006 Sep 29 0 0 0 0 1 0 0 0
782 C O2:K1:H7 ST95 B2 2006 Oct 10 0 0 0 0 0 0 0 0
957 C O1:H7 2007 Jan 1 0 0 0 0 0 0 0 0
958 C O1:H7 ST95 B2 2007 Jan 5 0 0 0 0 0 0 0 0
412 H O6:H1 ST73 B2 2006 Feb 13 0 0 0 0 1 0 1 0
415 H O6:H1 2006 Feb 13 0 0 0 0 1 0 1 0
422 H O6:H1 2006 Feb 16 0 0 0 0 1 0 1 0
459 H O6:H1 2006 Mar 10 0 0 0 0 1 0 1 0
471 H O6:H1 2006 Mar 16 0 0 0 0 1 0 1 0
385 A OR:H18 ST69 D 2006 Jan 30 0 0 0 0 1 0 1 0
434 A O73:H18 ST69 D 2006 Feb 27 0 0 0 0 0 0 0 0
498 A O77/17:H18 ST69 D 2006 Mar 24 0 0 0 1 1 0 1 0
713 A OUNTYPE: 

HNM
ST69 D 2006 Sep 11 0 0 0 1 1 0 1 0

724 A O15:H18 ST69 D 2006 Sep 13 0 0 0 0 0 0 0 0
799 A OUNTYPE: 

H18
ST69 D 2006 Oct 16 0 0 0 1 1 0 1 0

839 A O17:H18 ST69 D 2006 Nov 2 0 0 0 1 0 0 0 0
860 A O25:H18 ST69 D 2006 Nov 11 0 0 0 0 0 1 0 1
868 A OUNTYPE: 

H18
ST69 D 2006 Nov 15 0 0 0 0 0 0 0 0

908 A O17:H18 ST69 D 2006 Nov 30 0 0 0 1 1 0 0 1
912 A O17:H18 ST69 D 2006 Nov 30 0 0 0 1 1 0 1 0
913 A O17:HNM ST69 D 2006 Dec 1 0 0 0 0 0 0 0 1
956 A OUNTYPE: 

H18
ST69 D 2007 Jan 3 0 0 0 0 0 1 1 1

375 I O25:H4 ST131 B2 2006 Jan 25 1 0 0 0 1 0 0 0
452 I O25:H4 ST131 B2 2006 Mar 8 1 0 0 1 1 0 0 1
544 I O25:H4 2006 Apr 19 1 0 0 0 0 0 0 0
550 I O25:HNM ST131 B2 2006 Apr 20 1 0 0 1 1 0 1 1
760 I O25:H4 2006 Sep 28 1 0 0 1 1 0 0 1
783 I O25:H4 2006 Oct 11 1 0 0 0 1 0 0 0
841 I O25:H4 ST131 B2 2006 Nov 3 1 0 0 1 1 0 1 1
*Determined by ERIC2 PCR (24).
†MLST, multilocus sequence typing, according to Tartof et al. (27); ST, sequence type. 
‡Phy, phylogenetic group, determined by multiplex PCR (28).
§0, sensitive; 1, resistant, according to Clinical and Laboratory Standards Institute interpretative criteria (23). CIP, ciprofloxacin; CEP, cephalothin; NIT, 
nitrofurantoin; TMP-SMZ, trimethoprim-sulfamethoxazole; AMP, ampicillin; CAM, chloramphenicol; STR, streptomycin; TET, tetracycline. 
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Serotypes
Serotype results for all clonal E. coli isolates identi-

fi ed in California and Montréal are shown in Table 2 and 
the Appendix Table. Serotyping was consistent within each 
clonal group, except for CgA, which showed 6 serogroups 
(O11, O77, O17, O73, O25, and O15) although O25 and 
O15 occurred only once. The complete serotype for CgA 
was O11/O17/O77/O73:K52:H18. CgC from both study 
locations showed the same serotype (O1/O18/O2:K1:H7).

MLST
Sequence types for selected members of each clonal 

group from the California and Montréal studies were deter-

mined (Table 2; Appendix Table). All sequence types were 
internally consistent within the clonal group. CgC and CgA 
isolates from both study sites showed the same sequence 
types (ST95 and ST69, respectively). CgH, CgB, and CgD 
showed the same sequence type (ST73). These 3 clonal 
groups also showed similar serogroups and phylogenetic 
groups but showed variable ERIC2 PCR and PFGE patterns; 
thus, they were not placed in the same clonal grouping.

Phylogenetic Group
Phylogenetic group was determined for selected mem-

bers of each clonal group (Table 2 and Appendix Table). 
All phylogenetic group assignments were internally con-
sistent within the clonal group and classifi ed as either phy-
logenetic group B2 or D; both are typically associated with 
extraintestinal E. coli.

Time Cluster Analyses
In considering the hypothesis of endemic versus epi-

demic transmission of these clonal groups, temporal clus-
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Figure 1. XbaI and NotI pulsed-fi eld gel electrophoresis patterns for 
clonal group H Escherichia coli isolated from women with urinary tract 
infections in Montréal, Québec, Canada, 2006. The 5 isolates shown 
were serogroup O6:H1. First and last lanes, bacteriophage λ.

Figure 2. XbaI and NotI pulsed-fi eld gel electrophoresis patterns 
for clonal group I Escherichia coli isolated from women with urinary 
tract infections in Montréal, Québec, Canada, 2006. The 6 isolates 
shown were resistant to ciprofl oxacin and in serogroup O25:H4. 
First and last lanes, bacteriophage λ; lane +, positive control. 
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tering is a useful factor. Figure 5 shows the temporal pat-
tern by week of UTI cases for all clonal groups in Montréal 
(Figure 5, panel A) and in California (Figure 5, panel B). 
Fluctuation in the number of E. coli UTIs over time cor-
responds closely to observation of clonal group–associated 
UTI cases. These results show clustering of some clonal 
groups, e.g., 3 of the 5 UTIs caused by CgH occurred in 
Montréal during week 7, and CgH did not appear again in 
Montréal after week 11. In California, CgA was present 
more frequently between October 1999 and February 2000 
and dropped by 39% between the 2 sampling periods (14). 
CgB and CgD occurred exclusively in the second phase of 
the California study (Figure 5, panel B). Other clonal groups 
appeared throughout the year, although they often clustered 
by week. CgC was present during both data collection peri-
ods in California and caused UTIs throughout 2006 in Mon-
tréal. No clonal group members were identifi ed during the 
summer in Montréal. However, this period corresponded to 
a decrease in the number of UTI cases at the student health 
services because of lower summer university enrollment 
(see total E. coli UTI by week, Figure 5).

Discussion
This study confi rms the presence of drug-resistant, 

genetically related, and, in some cases, temporally clus-
tered E. coli clonal groups (CgH, CgI, CgC, and CgA) that 
caused community-acquired UTIs in unrelated women 
in 2 locations and at different times. Drug resistance did 
not differ considerably between the 2 study sites, nor did 
the overall percentage of UTI caused by clonal groups: 
4% (95% CI 0.10–0.18) in Montréal and 16% (95% CI 
0.13–0.20) in California. Two clonal groups (CgA and 
CgC) were identifi ed in both study locations, indicating 
widespread dissemination. These clonal groups shared 
common serogroups, PFGE patterns, drug-susceptibility 
profi les, MLST patterns, and phylogenetic groups. CgA 
isolates identifi ed in Montréal did not show the same de-
gree of genetic homogeneity as CgA isolates identifi ed in 
the original California studies (11,14). CgA has also been 
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Figure 4. XbaI and NotI pulsed-fi eld gel electrophoresis patterns for 
clonal group A Escherichia coli isolated from women with urinary 
tract infections in Montréal, Québec, Canada, 2006 (lanes 434 and 
498) and Berkeley, California, USA, 1999–2001 (lanes 500, S203, 
W552, and S484). Antimicrobial drug resistance phenotypes and 
serogroups (O11, O17, O77, and O73) varied within and between 
the 2 study locations. First and last lanes, bacteriophage λ; lane +, 
positive control. 

Figure 3. XbaI and NotI pulsed-fi eld gel electrophoresis patterns for 
clonal group C Escherichia coli isolated from women with urinary 
tract infections in Montréal, Québec, Canada, 2006 (lanes 304, 
439, 362, 363, and 414) and Berkeley, California, USA, 1999–2001 
(lanes 410, 316, 458, 1688, and 1996). The 10 isolates shown 
were susceptible to all antimicrobial drugs tested and included 
serogroups O1, O2, or O18. First and last lanes, bacteriophage λ; 
lane +, positive control. 
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recognized in many other locations and may represent a 
lineage that has been spreading over a longer period than 
other more genetically homogenous clonal groups identi-
fi ed (6,11,14,29). CgC members isolated from both study 
locations showed similar PFGE patterns, as well as com-
mon serotypes, MLST patterns, and phylogenetic groups, 
which suggest that these isolates are likely related. The 
fully susceptible nature of the CgC group and the similar 
drug resistance levels at the 2 study sites suggest that drug 
resistance or pressure may not have contributed to its se-
lection and dissemination.

Of the 4 clonal groups, 3 showed resistance to >1 an-
timicrobial drugs. Most worrisome was CgI, which was re-
sistant to ciprofl oxacin and TMP-SMZ, drugs commonly 
used to treat patients with UTIs. Two members of CgI were 
resistant to 5 drugs. Identifi cation of CgI serotype O25:H4 
is also important because this serogroup and its drug re-
sistance profi le have been identifi ed in a recent report on 
an emerging CTX-M type ESBL-producing E. coli (sero-
type O25:H4 and ST131) found worldwide (30). A possible 
link between the O25:H4 E. coli clonal group identifi ed in 
Montréal and this emerging ESBL-producing E. coli clonal 
group should be investigated.

Temporal clustering (Figure 5) of these clonal groups 
from the 2 study sites was observed. Clonal groups tended 
to be identifi ed in women on the same day and week or 
in adjacent weeks; CgH in Montréal and CgA in Califor-
nia followed this pattern. However, many of the clusters 
caused by these clonal groups did occur sporadically across 
the entire study period. The observed correlation between 
increased incidence of total E. coli UTIs and increased in-
cidence of clonal group–associated UTIs may be a function 

of having suffi cient numbers of UTIs to be able to detect 
these clonal groups of E. coli. However, underlying fl uctu-
ations in community-wide dynamics of these E. coli clonal 
groups (in a human or environmental reservoir) may infl u-
ence the overall number of clinical infections.

One strength of our study is the ability to directly es-
timate the proportion of UTIs caused by each clonal group 
in the study communities. Because the study included all 
consecutive UTI specimens from a defi ned population and 
all E. coli were cultured and analyzed, it was possible to 
produce unbiased estimates of these proportions. Labora-
tory-based studies may overestimate prevalence of drug 
resistance, which in turn may bias the estimated proportion 
of clonal groups detected when specimens from recurrent, 
relapse, or complicated UTIs are disproportionately repre-
sented in the study samples. 

One limitation of our study is the lack of epidemiolog-
ic data on possible E. coli transmission routes. Lack of epi-
demiologic information makes it impossible to determine 
what specifi c risk factors led groups of women to become 
infected with indistinguishable strains of E. coli. Therefore, 
detection of a specifi c transmission route (e.g., foodborne) 
could not be directly addressed in this study. However, an 
earlier study, on the basis of epidemiologic data, has im-
plicated frequent consumption of chicken and pork in the 
development of drug-resistant UTIs (31). Also, limited re-
producibility of the ERIC2 PCR may have contributed to 
an underestimation of the number of clonal groups, par-
ticularly those clonal groups with only a few members (32). 
However, additional genotypic and phenotypic analyses 
applied to these isolates contributed to the valid classifi ca-
tion of these clonal groups.

 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008 1581 

Figure 5. Temporal patterns of cases of urinary tract infections (UTIs) with Escherichia coli clonal groups by week in Montréal, Québec, 
Canada, 2006 (A), and Berkeley, California, USA, 1999–2001 (B). Clonal groups are identifi ed by letters in boxes. Lines indicate the total 
number of UTIs with E. coli in each week for each study site. Samples were not analyzed during February–October 2000 in Berkeley.
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Genetic homogeneity of the clonal groups identifi ed in 
this study (CgH, CgC, and CgI), in addition to similar ob-
servations from other reports (6,10,17), suggests that these 
clonal groups are circulating in humans, most probably as 
part of the intestinal reservoir, and that they contribute to 
a sizable fraction of UTIs in the community. However, the 
degree of relatedness within each clonal group varied. For 
example, certain clonal groups (notably CgH) were highly 
clustered in time and showed indistinguishable genetic and 
other characteristics, which suggests local and recent trans-
mission. Other clonal groups showed more diversity (e.g., 
CgA), possibly refl ecting long-term, endemic transmission. 

These results suggest 3 competing or coincident ques-
tions. First, do local, punctuated epidemics of specifi c strains 
or clonal groups occur as observed in this and earlier studies 
(6,10,33)? Second, do these clonal groups belong to a set 
of fairly conserved endemic clonal groups that are adapted 
for persistent and predominant colonization of the intestinal 
tract, and which have spread widely in human communities 
over varying periods of time (6,10–14,29,33,34)? Third, a 
combination of the fi rst and second questions, are there pe-
riodic (epidemic) introductions of E. coli clonal groups in 
a community by an external source followed by endemic 
transmission? Already some evidence has indicated that 
animal-based foods or retail meats may contribute to the 
spread of these clonal groups (19–21). The number of infec-
tions, timing, and diverse locations in which these clonal 
groups are found argues against the possibility that person-
to-person or household transmission contributes to our fi nd-
ings. However, limited local spread by these routes by cer-
tain clonal groups cannot be ruled out (35–38).

Positive and negative implications are associated with 
our results. One positive implication is that identifi cation 
of lineages or clonal groups of E. coli that cause a size-
able fraction of community-acquired UTIs or extraintesti-
nal infections may contribute to rational development of 
therapies and prevention strategies targeted toward these 
lineages. One negative implication is that tracing transmis-
sion routes and understanding the dynamics of these E. coli 
in external reservoirs and in human populations will be dif-
fi cult and may impede possible control efforts, although 
ongoing attempts are under way to screen retail meats as a 
potential reservoir.

Annual incidence of UTIs and other community-ac-
quired extraintestinal infections is high, in the millions, 
worldwide. Although each clonal group may account for 
a small fraction of all UTIs in a community, the high inci-
dence of these infections implies that these clonal groups 
may contribute substantially to the overall extent of ex-
traintestinal infections caused by E. coli. Furthermore, 
these clonal groups contribute, not only to uncomplicated 
infections such as cystitis, but also to severe infections such 
as pyelonephritis and septicemia (13,39,40). At a mini-

mum, 10%–20% of these infections may be caused by 1 
of a small set of extraintestinal pathogenic E. coli clonal 
groups, which are commonly resistant to >1 drugs. These 
facts point to the public health importance of understanding 
these E. coli lineages and their dynamics in the community 
and possible environmental reservoirs.
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Streptococcus pneumoniae, Haemophilus infl uenzae, 
Moraxella catarrhalis, and Staphylococcus aureus often 
colonize the nasopharynx. Children are susceptible to bac-
terial infections during or soon after upper respiratory tract 
infection (URI). We describe colonization with these 4 bac-
teria species alone or in combination during URI.  Data were 
from a prospective cohort of healthy children 6 to 36 months 
of age followed up for 1 year. Analyses of 968 swabs from 
212 children indicated that S. pneumoniae colonization is 
negatively associated with colonization by H. infl uenzae. 
Competitive interactions shifted when H. infl uenzae and M. 
catarrhalis colonized together. In this situation, the likeli-
hood of colonization with all 3 species is higher. Negative 
associations were identifi ed between S. pneumoniae and S. 
aureus and between H. infl uenzae and S. aureus. Polymi-
crobial interactions differed by number and species of bac-
teria present. Antimicrobial therapy and vaccination strate-
gies targeting specifi c bacterial species may alter the fl ora 
in unforeseen ways.  

Streptococcus pneumoniae, Haemophilus infl uenzae, 
Moraxella catarrhalis, and Staphylococcus aureus of-

ten asymptomatically colonize the nasopharynx of young 
children and are also associated with disease. S. pneu-
moniae, H. infl uenzae, and M. catarrhalis are the 3 most 
common otitis media pathogens (1,2). S. pneumoniae are 
also common causes of pneumonia, sepsis, and meningitis 
in young children (3). The proportion of young children 
colonized with any of these 3 bacteria species can be >50% 
in certain populations (4–6).  S. aureus strains colonize up 
to 35% of young children and are associated with a wide 
range of diseases including soft tissue infections, sepsis, 
and pneumonia (7,8). Increases in the incidence of disease 
caused by community-acquired methicillin-resistant S. au-
reus are of great concern (9).

Host factors have been shown to infl uence coloniza-
tion with S. pneumoniae, H. infl uenzae, M. catarrhalis, and 
S. aureus. These include host immunity, age, gender, race, 
out-of-home daycare, breastfeeding, and environmental 
exposure to tobacco smoke (10).  The magnitude of host 
effects may differ by bacteria species.

Interactions between bacteria infl uence which species 
persist in the nasopharynx (11–13). Bacteria species may 
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Microbial Interactions during URIs

be positively associated; this occurs when they are found 
together more often than would be expected by chance. A 
negative association could occur when bacteria compete 
within same environment. Several studies have described 
a negative association between S. pneumoniae and S. au-
reus  (12–16). Understanding of interactions between S. 
pneumoniae, H. infl uenzae, M. catarrhalis, and S. aureus 
is limited. 

The nasopharyngeal fl ora change over time; the level 
of bacteria colonization is higher during upper respiratory 
infection (URI) (6,17). Knowledge is lacking regarding S. 
pneumoniae, H. infl uenzae, M. catarrhalis, and S. aureus 
interactions during URI because colonization studies either 
do not examine competitive interactions among all 4 patho-
gens or focus on healthy children (5,11,16,18). Children 
are susceptible to secondary bacterial infections during and 
after URI (19–21). 

A better understanding of polymicrobial interactions 
in the nasopharynx is important for several reasons. Colo-
nization is the initial step in the disease process (22, 23). 
Colonized children serve as reservoirs for bacterial trans-
mission to others in the community (24). Additionally, an-
tibimicrobial drugs or vaccines, which target specifi c bac-
teria species, may alter polymicrobial interactions in the 
nasopharynx and have unanticipated consequences (25,26). 
The goals of our study were to 1) describe the prevalence 
of colonization with S. pneumoniae, H. infl uenzae, M. ca-
tarrhalis, and S. aureus; 2) evaluate interactions between S. 
pneumoniae, H. infl uenzae, M. catarrhalis, and S. aureus; 
and 3) estimate the effect of host factors on colonization 
with S. pneumoniae, H. infl uenzae, M. catarrhalis, and S. 
aureus after a URI in a prospective cohort of young chil-
dren. 

Methods

Study Design and Participants
We used data from a prospective study of otitis media 

complications of URI in children at the University of Texas 
Medical Branch (UTMB) at Galveston (19,26). The study 
was reviewed and approved by the UTMB Institutional 
Review Board. The parents of healthy children 6 months 
through 3 years of age, who were receiving medical care at 
UTMB from January 2003 through March 2007, were in-
vited to enroll their children. Children with chronic medical 
problems and anatomic or physiologic defects of the ear or 
nasopharynx were excluded. 

At enrollment, we collected information about de-
mographic and URI risk factors. Parents were asked to 
describe their child’s race and ethnicity. We also ob-
tained information regarding the number of weeks the 
child had been breast-fed and the number of hours and 
days/week the child currently attended day care. We 

ascertained environmental exposure to tobacco smoke 
based on self-reports of whether any household members 
smoked cigarettes in the home. 

The children in our study were followed up for 1 year. 
We requested that parents notify study staff when the child 
began to exhibit URI symptoms including nasal conges-
tion, rhinorrhea, cough, sore throat, or fever. A study 
physician saw children as soon as possible after the onset 
of URI symptoms.  At each study visit, the study physi-
cian obtained information regarding specifi c URI symp-
toms and examined the child’s ears. The children were 
then monitored closely for 3 weeks for the development 
of otitis media. The study physician collected a nasopha-
ryngeal swab during the visit for each URI episode and 
when acute otitis media or sinusitis was diagnosed. URI 
episodes were categorized as the same episode if symp-
toms persisted. An episode of URI was considered new 
when symptoms of the previous episode subsided and the 
parents noted new symptoms of URI as described above. 
Given our prospective study design, many children had 
>1 URI episode and some had >1 visit/URI episode. We 
collected 1 swab/physician visit. Data regarding antimi-
crobial drug therapy during the past 7 days were collected 
by medical record review. A description of the methods is 
provided elsewhere (19,26).

A total of 294 children were enrolled in the original 
study (19,26). Included in these analyses are data from 212 
(72%) children who experienced at least 1 URI, were seen 
by a study physician, and had a nasopharyngeal swab col-
lected for bacterial culture. Thus, we excluded 82 children 
who did not have a URI and a swab for bacterial culture.  
Of these 82 children without URI visits, 35 (59%) were 
lost to follow-up in the fi rst 6 months, 13 (38%) were lost 
to follow-up in months 7–11, and 34 (17%) completed 1 
year of follow up. 

Mini-Tip Culturette  kits (Becton Dickinson Micro-
biology Systems, Cockeysville, MD, USA) were used for 
sample collection. Each swab was streaked onto 1 blood 
and 1 chocolate agar plate. We subcultured and identifi ed 
suspected isolates of each species as follows: S. pneumo-
niae isolates were identifi ed by using the optochin disk 
susceptibility test (Taxo P, Becton Dickinson Microbiol-
ogy Systems), H. infl uenzae isolates were identifi ed by the 
Haemophilus ID Quad Plate with Growth Factors (Becton 
Dickinson Microbiology Systems), M. catarrhalis isolates 
were identifi ed by the API QuadFerm assay (bioMérieux, 
Inc., Hazelwood, MO, USA), and S. aureus isolates were 
identifi ed by coagulase, catalase, and latex agglutination 
test (Staphaurex Plus, Remel, Lenexa, KS, USA).

Statistical Methods
The main outcomes of interest were the relationships 

between bacteria during URI. All statistical analyses were 
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conducted by using SAS version 9.1 (SAS Institute, Inc., 
Cary, NC, USA). We examined colonization by S. pneumo-
niae, H. infl uenzae, M. catarrhalis, and S. aureus by using 
repeated measures logistic regression with generalized es-
timating equations and an autoregressive correlation struc-
ture (AR1) using the procedure PROC GENMOD (SAS 
Institute, Inc.). Because each child could potentially have 
multiple URI episodes and contribute multiple bacterial 
swabs to the analysis, we used a repeated measures design 
to take into account variability of multiple samples from 
each child. To examine the effect of covariates on each bac-
teria species, we modeled colonization by S. pneumoniae, 
H. infl uenzae, and M. catarrhalis separately. We did not 
separately model the outcome of colonization by S. aureus 
because of low numbers of isolates obtained. Each model 
included the presence or absence of other bacteria species, 
as well as potential sampling-time confounders comprising 
time of swab collection after URI onset, antimicrobial drug 
therapy within the past 7 days, and age of the child at the 
time of swab collection. Host factors included in the model 
were gender, race, day care, breast-fed for >4 months, and 
environmental exposure to tobacco smoke.

Results 
Characteristics of the study participants are shown in 

Table 1. The median age of study participants was 12.0 
months; mean age was 14.1 (SD 7.4) months. Most chil-
dren were white, were cared for at home, and had not been 
breast-fed for >4 months. Children were followed up for a 
median of 12 months and a mean of 10.7 (SD 2.8) months.

Individual children contributed between 1 and 20 swab 
specimens each (mean [SD] and median of 4.6 [3.8] and 3.0 
swabs, respectively) from 1 to 18 URI episodes each (mean 
[SD] and median of 4.0 [3.3] and 3.0 episodes, respective-
ly). Overall, at least 1 of the 4 species was isolated from 
841 of 968 swab samples (86.9%) from 212 children. Of 
the 968 swabs, S. pneumoniae was present in 441 (45.6%), 
H. infl uenzae was present in 314 (32.4%), and M. catarrha-
lis was the most common bacteria species identifi ed in 611 
(63.1%) swabs. S. aureus was relatively rare in comparison; 
69 swabs (7.1%) were positive for this species. The distri-
bution and colonization patterns of the 4 bacteria species by 
swab and number of URI visits are shown in Table 2.

Most swabs (849 [87.7%]) were collected within 7 
days of URI onset; 119 (12.3%) were taken 8–30 days after 
URI onset. Of the 968 swab samples, only 54 (5.6%) were 
collected from children who had taken antimicrobial drugs 
within the past 7 days. Therefore, most swabs were collect-
ed from children who were not taking antimicrobial drugs 
at the time of swab collection (94.5%). Of the 212 children, 
205 (>96%) had received at least 1 dose of the 7-valent 
pneumococcal conjugate vaccine (PCV7) at the time of en-
rollment. Most of the children had received all age-appro-

priate scheduled PCV7 vaccinations at their URI visit, 666 
(69%) of samples were collected from children who had 
received the age-appropriate number of PCV7 doses at the 
time of swab collection. There was no association between 
being up to date with PCV7 vaccination and colonization 
with S. pneumoniae (p = 0.71). We did not further examine 
the effect of the pneumococcal vaccine further because of 
the high level of coverage in our study population. 

Repeated measures logistic regression models predict-
ing colonization by S. pneumoniae, H. infl uenzae, or M. 
catarrhalis are shown in Table 3. A positive association 
between bacteria is indicated by an odds ratio (OR) ≥1; a 
negative association is indicated by an OR <1. An OR of 
1.0, or any 95% confi dence interval that includes 1.0 indi-
cates no signifi cant association. The model predicting colo-
nization by S. pneumoniae indicated that colonization by H. 
infl uenzae was negatively associated with S. pneumoniae. 
However, when H. infl uenzae and M. catarrhalis colonized 
together, they were positively associated with S. pneumo-
niae colonization. Colonization by S. aureus resulted in 
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Table 1. Characteristics of study participants enrolled through the 
University of Texas Medical Branch, Galveston, Texas, USA, 
2003–2007*
Characteristic No. (%) 
Age at enrollment, mo  
   6–<12 92 (43.4) 
   12–<18 62 (29.2) 
   18–<24 30 (14.2) 
   24–<36 28 (13.2) 
Gender 
    F 103 (48.6) 
    M 109 (51.4) 
Race
    White 124 (58.5) 
    Black 62 (29.2) 
    Asian 6 (2.8) 
    Other 20 (9.4) 
Ethnicity 
    Hispanic or Latino 95 (44.8) 
    Not Hispanic 117 (55.2) 
Day care† 
   No 147 (69.7) 
   Yes 64 (30.3) 
Breast-fed for >4 mo 
   No 173 (82.0) 
   Yes 38 (18.0) 
Environmental exposure to tobacco smoke‡ 
  No 145 (68.4) 
  Yes 67  (31.6) 
*Data given for 212 participants who experienced at least 1 upper 
respiratory infection, were seen by a study physician, and had a 
nasopharyngeal swab collected for bacterial culture. An additional 82 
enrollees were excluded from the study because they did not experience 
an upper respiratory infection and did not have a nasopharyngeal swab 
collected for bacterial culture. Some numbers do not add up to 212 
because of missing data.  
†No. hours and days/week in day care were grouped into any or none. 
‡Environmental exposure to tobacco smoke was based on parental self-
report.   
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a 40% reduction in the odds of S. pneumoniae coloniza-
tion. Older children were less likely to be colonized with S. 
pneumoniae; each 1-month increase in age was associated 
with a 2% decrease in the odds of S. pneumoniae coloni-
zation (Table 3). Antimicrobial drug therapy in the past 7 
days was associated with decreased odds of S. pneumoniae 
colonization. The timing of swab collection after onset of 
URI symptoms and host characteristics such as gender, 
race, daycare, breastfeeding, and environmental exposure 
to tobacco smoke were not associated with colonization by 
S. pneumoniae. 

In our model examining H. infl uenzae colonization as 
the outcome, H. infl uenzae was negatively associated with 
S. pneumoniae, M. catarrhalis, and S. aureus (Table 3). In 
contrast to their association with S. pneumoniae coloniza-
tion, age and antimicrobial drug therapy during the past 7 
days were not signifi cantly associated with colonization 
by H. infl uenzae. Host characteristics were associated with 
colonization by H. infl uenzae. Male gender and out-of-
home daycare were associated with increased odds of H. 
infl uenzae colonization. White race was associated with 
decreased odds of H. infl uenzae colonization.

Our third model examined factors associated with col-
onization by M. catarrhalis (Table 3).  H. infl uenzae was 
negatively associated with colonization by M. catarrha-
lis, but when H. infl uenzae and S. pneumoniae colonized 
together, they were positively associated with coloniza-

tion by M. catarrhalis. Older children were less likely to 
be colonized with M. catarrhalis; each 1-month increase 
in age was associated with a 2% decrease in the odds of 
M. catarrhalis colonization (Table 3). Antimicrobial drug 
therapy in the past 7 days was associated with decreased 
odds of M. catarrhalis colonization. The timing of swab 
collection after onset of URI symptoms and host charac-
teristics such as gender, race, daycare, breastfeeding, and 
environmental exposure to tobacco smoke were not associ-
ated with colonization by M. catarrhalis.

Discussion 
We describe nasopharyngeal colonization of children 

with S. pneumoniae, H. infl uenzae, M. catarrhalis, and S. 
aureus alone or in combination during URI. Our models 
predicting S. pneumoniae colonization indicated that H. 
infl uenzae is negatively associated with S. pneumoniae. 
However, when H. infl uenzae was present with M. ca-
tarrhalis, odds of S. pneumoniae colonization increased 
by >2-fold. Models predicting H. infl uenzae colonization 
indicated a negative association with S. pneumoniae, M. 
catarrhalis, and S. aureus. Competitive interactions be-
tween bacteria are complex after URI and may shift from 
negative to positive when additional bacteria species are 
present. Modeling S. pneumoniae, H. infl uenzae, and M. 
catarrhalis colonization separately showed that gender, 
race, and daycare were associated with colonization by H. 
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Table 2. Distribution of bacteria on nasopharyngeal swabs collected from children with URI, University of Texas Medical Branch,
Galveston, Texas, USA, 2003–2007* 

No. (%) URI visits† 
Variable

Total no. (%) 
URI visits 1 2 3–4 5–6 >6

Total no. patients 212 46 (21.7) 42 (19.8) 38 (17.9) 37 (17.4) 49 (23.1) 
Total no. swabs 968 46 (4.8) 84 (8.7) 128 (13.2) 201 (20.8) 509 (52.6) 
Bacteria present  (% of no. of swabs in each visit category) 
 0 127 (13.1) 9 (19.6) 9 (10.7) 13 (10.2) 19 (9.4) 77 (15.1) 
 1 
  Streptococcus pneumoniae 79 (8.2) 1 (  2.2) 9 (10.7) 15 (11.7) 20 (10.0) 34 (6.7) 
  Haemophilus influenzae 86 (8.9) 7 (15.2) 10 (11.9) 11 (8.6) 18 (9.0) 40 (7.9) 
  Moraxella catarrhalis 201 (20.8) 10 (21.7) 12 (14.3) 27 (21.1) 41 (20.4) 111 (21.8) 
  Staphylococcus aureus 24 (2.5) 1 (2.2) 2 (2.4) 2 (1.6) 3 (1.5) 16 (3.1) 
 2 
  S. pneumoniae, H. influenzae 28 (2.9) 1 (2.2) 2 (2.4) 4 (3.1) 8 (4.0) 13 (2.6) 
  S. pneumoniae, M. catarrhalis 187 (19.3) 13 (28.3) 20 (23.8) 24 (18.8) 36 (17.9) 94 (18.5) 
  S. pneumoniae, S. aureus 8 (0.8) 0 1 (1.2) 1 (1.0) 4 (2.0) 2 (0.4) 
  H. influenzae, M. catarrhalis 67 (6.9) 2 (4.4) 5 (6.0) 7 (5.5) 13 (6.5) 40 (7.9) 
  H. influenzae, S. aureus 3 (0.3) 0 1 (1.2) 0 1 (0.5) 1 (0.2) 
  M. catarrhalis, S. aureus 17 (1.8) 0 2 (2.4) 3 (2.3) 2 (1.0) 10 (2.0) 
 3
  S. pneumoniae,  H. influenzae, M. catarrhalis 124 (12.8) 2 (4.4) 8 (9.5) 19 (14.8) 31 (15.4) 64 (12.6) 
  S. pneumoniae, H. influenzae, S. aureus 2 (0.2) 0 1 (1.2) 0 0 1 (0.2) 
  S. pneumoniae, M. catarrhalis, S. aureus 11 (1.1) 0 1 (1.2) 2 (1.6) 4 (2.0) 4 (0.8) 
  H. influenzae, M. catarrhalis, S. aureus 2 (0.2) 0 0 0 1 (0.5) 1 (0.2) 
 4 2 (0.2) 0 1 (1.2) 0 0 1 (0.2) 
*URI, upper respiratory tract infection. 
†Data are presented as no. of physician visits/child. Because of our prospective study design, many children had >1 URI episode during the follow-up 
period, and some had >1 physician visit/URI episode. One nasopharyngeal swab sample was taken at each physician visit. 
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infl uenzae, but not with colonization by either S. pneumo-
niae or M. catarrhalis. 

Jacoby et al. used a multivariate random effects mod-
el to examine S. pneumoniae colonization in Aboriginal 
and non-Aboriginal children in Australia (11). Their study 
differed from ours in that they examined the relationship 
between S. pneumoniae, H. infl uenzae, M. catarrhalis, 
and S. aureus in pairwise combinations. These research-
ers also examined healthy children; we examined children 

who had a URI. Jacoby et al. observed positive associa-
tions between pairwise combinations of S. pneumoniae 
and H. infl uenzae and between S. pneumoniae and M. ca-
tarrhalis. They did not identify an association between S. 
pneumoniae and S. aureus or between H. infl uenzae and 
S. aureus (11).

Our results confi rm a recent report describing a nega-
tive association between H. infl uenzae and S. aureus in 
HIV-negative children (12). Our data also support a grow-
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Table 3. Predicted outcome of colonization with Stretococcus pneumoniae, Haemophilus influenzae, or Moraxella catarrhalis in young 
children after upper respiratory tract infection (968 swabs from 212 children; see Table 2)* 

OR (95% CI)
Parameters S. pneumoniae H. influenzae M. catarrhalis
H. influenzae x M. catarrhalis  (p = 0.0003)†
 Neither (reference) 1.0 – –
 H. influenzae only 0.59 (0.40–0.88) – –
 M. catarrhalis only 1.31 (0.95–1.81) – –
 Both 2.13 (1.35–3.38) – –
S. pneumoniae x M. catarrhalis (p = 0.08)†

Neither (reference) – 1.0 –
 S. pneumoniae only – 0.52 (0.32–0.83) –
 M. catarrhalis only – 0.45 (0.29–0.69) –
 Both – 0.82 (0.52–1.30) –
H. influenzae x S. pneumoniae (p<0.0001)†
 Neither (reference) – – 1.0
 H. influenzae only – – 0.44 (0.30–0.63)
 S. pneumoniae only – – 1.22 (0.88–1.70) 
 Both – – 2.09 (1.30–3.37)
S. aureus

Absent (reference) 1.0 1.0 1.0
 Present 0.60 (0.36–0.99) 0.36 (0.17–0.76) 0.72 (0.42–1.25) 
Age (1-mo increase)‡ 0.98 (0.96–1.00) 1.01 (0.98–1.03) 0.98 (0.97–1.00)
Antimicrobial drug therapy in past 7 days 

No (reference) 1.0 1.0 1.0
 Yes 0.40 (0.22–0.72) 1.21 (0.69–2.13) 0.52 (0.28–0.96)
Time after URI onset, d 

<7 (reference) 1.0 1.0 1.0
 >7 1.47 (0.96–2.27) 1.10 (0.70–1.73) 1.21 (0.81–1.80) 
Gender 

F (reference) 1.0 1.0 1.0
 M 1.05 (0.80–1.38) 1.44 (1.08–.93) 0.86 (0.65–1.14) 
Race

Not white (reference) 1.0 1.0 1.0
 White 1.12 (0.84–1.48) 0.42 (0.31–0.57) 0.80 (0.60–1.07) 
Day care 

No (reference) 1.0 1.0 1.0
 Yes 1.32 (0.97–1.80) 1.51 (1.09–2.09) 1.09 (0.79–1.50) 
Breast-fed >4 mo  

No (reference) 1.0 1.0 1.0
 Yes 0.94 (0.69–1.29) 0.92 (0.65–1.29) 0.81 (0.59–1.12) 
Environmental exposure to tobacco smoke  

No (reference) 1.0 1.0 1.0
 Yes 1.13 (0.84–1.52) 0.93 (0.69–1.27) 0.91 (0.67–1.23) 
*OR, odds ratio; CI, confidence interval. Significant ORs and 95% CIs are shown in boldface. Each model included variables representing presence or 
absence of other bacteria as well as all other variables listed. We did not model colonization of S. aureus because of low prevalence of this species 
(69/968 positive swabs).  
†p value from logistic regression model for overall significance of bacterial interaction. 
‡Age (mo) of the child at the time of swab collection. 
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ing body of literature describing negative associations be-
tween S. pneumoniae and S. aureus (12–15).  For example, 
a cross-sectional study of 790 children younger than 40 
months identifi ed a negative association between S. pneu-
moniae colonization and S. aureus (OR 0.47; 95% confi -
dence interval 0.28–0.78) (13). 

An in vivo mouse model of competitive interactions 
between S. pneumoniae and H. infl uenzae has suggested 
mechanisms to explain our observations (27). Both S. pneu-
moniae and H. infl uenzae successfully colonized BALBc/
SCID mice when each bacteria species was injected sepa-
rately. However, S. pneumoniae was cleared rapidly when 
H. infl uenzae was present in a co-colonization model. The 
competitive interaction between H. infl uenzae and S. pneu-
moniae was dependent on complement and neutrophils 
(27). These researchers proposed that H. infl uenzae cellular 
components activate the host innate immune response, thus 
killing S. pneumoniae (27). M. catarrhalis was not exam-
ined in this model, but our data suggest that the additional 
presence of M. catarrhalis might alter the competitive bal-
ance between S. pneumoniae and H. infl uenzae and that all 
3 bacteria species would successfully colonize. 

In vitro studies have also demonstrated competition 
between H. infl uenzae and S. pneumoniae but predicted 
that S. pneumoniae should inhibit the growth of H. infl u-
enzae. Neuraminidase A is produced by S. pneumoniae and 
cleaves sialic acid. It has been shown to remove sialic acid 
from lipopolysaccharides of H. infl uenzae strains (28), po-
tentially giving pneumococci a competitive advantage by 
making H. infl uenzae more susceptible to complement-me-
diated clearance. Furthermore, in vitro co-culture experi-
ments indicate that S. pneumoniae can inhibit H. infl uenzae 
through the action of hydrogen peroxide (29). Interference 
between S. pneumoniae and S. aureus may also be caused 
by hydrogen peroxide production by S. pneumoniae (30). 

Our results indicate that antimicrobial drug therapy 
in the past 7 days was associated with a lower prevalence 
of colonization with S. pneumoniae or M. catarrhalis. In 
contrast, antimicrobial drug therapy in the past 7 days was 
not associated with colonization by H. infl uenzae. Varon et 
al. studied the effect of antimicrobial drugs on colonization 
with S. pneumoniae, H. infl uenzae, and M. catarrhalis in 
a cohort of young children with URI (31). Children in this 
study received antimicrobial drugs for a mean treatment pe-
riod of 8 days. Swab samples were taken before treatment 
and on days 2 through 6 after treatment. Results showed 
that colonization by S. pneumoniae, H. infl uenzae, and M. 
catarrhalis decreased after antimicrobial drug therapy (31). 
The magnitude of the effect differed by bacteria species 
and the specifi c antimicrobial drug prescribed. In general, 
antimicrobial drugs were less effective for reducing coloni-
zation with H. infl uenzae than with S. pneumoniae and M. 
catarrhalis (31). 

The effect of age, gender, race, and breastfeeding on 
colonization differs by population studied (10). Daycare 
has consistently been associated with increased levels of 
colonization with S. pneumoniae, H. infl uenzae, and M. 
catarrhalis (10), as has exposure to other children in the 
household (32,33). Our study was limited by lack of data 
on age and number of siblings or other potential confound-
ers such as household crowding and socioeconomic status. 

Our study had additional limitations. A cross-sectional 
study of S. aureus and S. pneumoniae colonization indicat-
ed a negative association between PCV7 vaccine serotypes 
and S. aureus (15). No association was found between S. 
pneumoniae nonvaccine types and S. aureus. We were un-
able to examine the association between S. pneumoniae se-
rotype and colonization. Along these lines, we did not have 
data regarding H. infl uenzae type B vaccination status and 
did not serotype our H. infl uenzae strains. Therefore, we 
were also unable to evaluate the effect of this vaccination 
on polymicrobial colonization. 

Nasopharyngeal colonization likely involves a com-
plex combination of factors including host characteristics 
that infl uence exposure to specifi c bacterial species, host 
immune responses that may result in killing the bacteria, 
and direct competitive interactions between bacteria spe-
cies. In addition to the inhibiting effects of neuraminidase 
A and hydrogen peroxide already described, competitive 
interactions between bacteria may also include the secre-
tion of small peptide inhibitors, competition for nutrients, 
and competition for receptor binding sites. It is also pos-
sible that the presence of 1 bacteria species could create 
a more hospitable niche for another bacteria species. We 
were unable to evaluate the precise molecular mechanisms 
that mediate these complex polymicrobial interactions, an 
important area for future research. 

Our study had several strengths, including its longi-
tudinal, prospective design. We examined nasopharyngeal 
carriage during URI, a time when children are at risk for 
secondary bacterial infections. In addition, we took advan-
tage of repeated measures analytic techniques to examine 
microbe-level factors infl uencing bacterial colonization 
while controlling for host factors. 

Results from our study have public health implica-
tions. Scientists have debated whether they should seek to 
eradicate disease by preventing nasopharyngeal coloniza-
tion (34). Vaccines targeting nasopharyngeal carriage of 
S. pneumoniae, H. infl uenzae, and M. catarrhalis may be 
needed to prevent otitis media because simultaneous car-
riage of these 3 bacteria may increase risk for otitis media 
(35). Our data indicate that the elimination of nasopha-
ryngeal colonization with bacteria such as S. pneumoniae 
and H. infl uenzae may increase risk for colonization with 
S. aureus. Scientists conducting a randomized trial of 
the effectiveness of pneumococcal vaccines noted an in-

 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008 1589 



RESEARCH

crease in S. aureus when spontaneously draining infected 
middle ears of vaccinated children (25). Factors that may 
increase the risk of colonization with S. aureus are of spe-
cial concern given the spread of methicillin-resistant S. 
aureus (9). Researchers are attempting to develop an S. 
pneumoniae vaccine containing pneumococcal choline 
binding protein A, which would protect against sepsis and 
pneumonia without interfering with pneumococcal colo-
nization (36). Although this type of vaccination strategy 
may eventually decrease the incidence of potentially fatal 
invasive pneumococcal disease, it is unlikely to prevent 
otitis media. Thus, the public health impact of a given 
intervention strategy may be hard to predict, and caution 
should be used when designing control strategies that tar-
get nasopharyngeal colonization.
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Pyogenic liver abscess has become a health problem 
in Taiwanese society. However, the extent of this problem 
has remained unclear because of the lack of a population-
based study. We therefore performed a nationwide analysis 
of pyogenic liver abscess in Taiwan from 1996 through 2004. 
We analyzed 29,703 cases from the Taiwan National Health 
Insurance database and 506 cases from National Taiwan 
University Hospital. Our analysis showed that the annual 
incidence of pyogenic liver abscess increased steadily from 
11.15/100,000 population in 1996 to 17.59/100,000 in 2004. 
Diabetes, malignancy, renal disease, and pneumonia were 
associated with a higher risk for the disease. By contrast, 
death due to pyogenic liver abscess decreased over time, 
although population-based abscess-related death increased 
slightly. Renal disease, malignancy, pneumonia, and heart 
disease correlated with higher death rates; Klebsiella pneu-
moniae infection and therapeutic procedures were related 
to lower death rates. Diabetes did not signifi cantly change 
death rates for the 506 patients from the hospital. 

The epidemiology of pyogenic liver abscess has changed 
dramatically in recent years (1). Previously, although 

incidence was considered rare, the condition was associ-
ated with high illness and death rates, usually due to un-
derlying hepatobiliary diseases and polymicrobial infec-
tion (2), with Escherichia coli as the major pathogen (3). 
More recently, investigations in Taiwan suggest the role 
of cryptogenic or primary liver abscess, i.e., abscesses 
without underlying hepatobiliary diseases, in pyogenic 
liver abscess (4,5). These reports also indicate that diabetes 
is the major predisposing factor of liver abscess and that 
Klebsiella pneumoniae is the primary pathogen. However, 
these results were obtained from small-scale hospital-based 
surveys, which could not provide a panoramic view of the 

disease. To confi rm these observation-based results, we 
conducted a large-scale, unbiased investigation.

In addition to epidemiology, the pathogenesis of liver 
abscess caused by Klebsiella spp. has also been extensively 
studied, but the mechanism is still not clear. MagA, an outer-
membrane protein contributing to capsular polysaccharide 
formation, coexists with serotype K1 and has been identifi ed 
as the major virulence factor of K. pneumoniae (6). MagA-
positive (or serotype K1) K. pneumoniae is accordingly rec-
ognized as the main pathogen of pyogenic liver abscess (7,8). 
Nevertheless, how diabetes increases the risk for Klebsiella 
spp. liver abscess is still not clear. Further research is needed 
on whether pyogenic liver abscess is affected by immuno-
compromised conditions, such as malignancy, renal failure, 
postorgan transplantation, or HIV infection.

To clarify the epidemiology and pathogenesis of pyogen-
ic liver abscess, we used information gathered by the Taiwan 
National Health Insurance (NHI) program, which was initi-
ated in 1995 by the government to cover most Taiwanese citi-
zens. In 2005, 91.25% of healthcare providers were enrolled 
in the program and 99% of Taiwanese were insured (9). Con-
sequently, since 1995, the program has obtained comprehen-
sive health data on the population in Taiwan. In this study, we 
used NHI data to study the incidence and death rates caused 
by pyogenic liver abscess in Taiwan and to investigate factors 
modifying the manifestations of this disease.

Methods

Patients
We requested data on patients with pyogenic liver ab-

scess from the Taiwan NHI program. Cases were selected 
by using the following criteria: patients were hospitalized 
and reported before 2004, and the discharge diagnoses in-
cluded abscess of liver per the International Classifi cation 
of Diseases, 9th revision, Clinical Modication (ICD-9-
CM 572.0) but excluded amebic liver abscess (ICD-9-CM 
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006.3). Though we selected cases documented up to the 
end of 2004, the database could not provide information 
from patients who had not yet been discharged. Those ad-
mitted before December 31, 2004, but discharged during or 
after 2005 were therefore not included in our database. This 
exclusion results in the underestimation of case-patients 
admitted at the end of 2004. 

Data on 29,965 case-patients were collected. After ex-
cluding patients discharged before 1996 and those without 
clear records regarding age or sex, we enrolled 29,703 case-
patients in our study. Patient data were anonymous. Names 
of these patients were not included, and patient and health-
care provider identifi cation numbers were encrypted.

This primary set of data included the date of admission 
and discharge, age, sex, diagnoses (up to 5), procedures (up 
to 5), outcome at discharge (recovered or died), and the 
fees charged to patients. Laboratory data, including micro-
biologic data and medication, were not included. Any un-
derlying diseases were determined by the diagnoses listed 
in the medical records, which were coded by ICD-9-CM.

Because K. pneumoniae is the major pathogen of pri-
mary pyogenic liver abscess in Taiwan, it is expected to 
play an important role in the pathogenesis and prognosis 
of this disease. Unfortunately, the NHI database does not 
include microbiologic data. To compensate for this, we 
reviewed the records of patients in National Taiwan Uni-
versity Hospital (NTUH). This hospital is a public medical 
center in Taipei, functioning both as a primary care hospital 
and as a tertiary referral center (10). As the leading hos-
pital in Taiwan (10) with a 113-year history (11), NTUH 
serves patients and accepts referrals evenly distributed 
from every part of Taiwan. The hospital provides care for 
≈2,000 inpatients and 7,000 outpatients a day (11), which 
are ≈3.5% and 2%, respectively, of persons included in the 
NHI database (12). Therefore, the patients of NTUH are 
representative of all of the patients in Taiwan, without sub-
stantial bias but may be skewed slightly to the severe side. 
We selected case-patients from this hospital using the same 
criteria mentioned above, except that the discharge year 
was between January 1, 2000, and December 31, 2004; 
complete microbiologic data was preserved in the NTUH 
laboratory only after 2000. These patients were included 
in the NHI database anonymously. For case-patients from 
NTUH, we reviewed actual medical records and obtained 
microbiologic data from the hospital’s laboratory.

Statistical Analysis
Numerical data were compared by Student t test or 

paired t test. Categorical data were processed by χ2 test. 
Pearson correlation coeffi cients and χ2 goodness-of-fi t test 
were used to estimate the trend of incidence and death over 
time. Unfortunately, incidence and death from different 
years could not be directly compared because the popula-

tion structure changed slightly over the study period. To 
correct the bias, we calculated age-standardized incidence 
and death rates. The correction was based on age-specifi c 
population data in 1996. Finally, risk factor analysis was 
conducted by using the binary logistic regression and curve 
estimation methods by SPSS version 11.0 for Macintosh 
(SPSS, Inc. Chicago, IL, USA).

Results

Demographic Data
A total of 29,703 case-patients from the NHI database 

were enrolled in our analysis (Table 1). Ages of these pa-
tients ranged from <1 through 106 years of age, with a me-
dian age of 61 years; a total of 9,904 (33.3%) had diabetes 
mellitus, 3,079 (10.4%) had cirrhosis of the liver, 4,350 
(14.6%) had cholelithiasis, and 4,115 (13.9%) had con-
comitant malignancy.

Average hospitalization was 17.33 days. The propor-
tions of patients who received abscess drainage and biliary 
procedures (endoscopic or surgical biliary drainage) were 
33.6% and 14.6%, respectively. The death rate was 10.9%.

Male patients dominated the sample population 
(18,326/29,703, 61.7%) and, on average, were 5 years 
younger than their female counterparts (57.58 ± 16.03 vs. 
62.13 ± 14.87 years, p<0.001). Besides the difference in 
age, more female patients had concomitant cholelithiasis 
(18.6% vs. 12.2%, p<0.001). Female patients also received 
biliary procedures more often (17.3% vs. 12.9%, p<0.001) 
than did male patients.

We then investigated the data over time. An average 
of 3,300 cases/year or 275 cases/month were reported. The 
number of reported cases increased from 2,400 in 1996 to 
3,991 in 2004 (Table 2), with a stable increase rate of 1.44 
more new cases per month (Figure 1); the decline in cases 
at the end of 2004 is possibly due to the incomplete recruit-
ment of cases as described in the Methods section.

The annual number of case-patients increased with age; 
peak incidence for women was seen in those 60–64 years 
of age and in men 65–69 years of age. A slight decline was 
noted in case-patients 55–59 years of age, a refl ection of 
decreased birth rates during World War II. Men <85 years 
of age had more liver abscess than women but the opposite 
was seen in women >85 years of age.

Incidence and Risk Factors
The gross incidence of pyogenic liver abscess from 

1996 through 2004 was 14.87 cases/100,000 population/
year (17.94 male cases/100,000 population and 11.65 fe-
male cases/100,000 population). The annual increase 
of incidence was 0.86 cases/100,000 population (r = 
0.98, p<0.001) (Figure 2, panel A). When we calculated 
age-standardized incidences, the increase rate was 0.51 
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cases/100,000 population/year (r = 0.92, p<0.001) (Figure 
2, panel B). The age of highest incidence in men was in 
those 80–84 years of age (86.71 cases/100,000 population); 
for women, the highest incidence was in those 85–89 years 
of age (79.80 cases/100,000 population).

Several factors were associated with the increased in-
cidence of liver abscess. Because incidence data from each 
year could not be merged directly, we chose the cases re-
ported in 2004 to evaluate the relative risk for each factor 
(Table 3). Diabetes mellitus and malignancy were asso-
ciated with a ≈10-fold increased risk, while renal disease 
and pneumonia tripled and quadrupled the incidence of 
liver abscess, respectively. We did not investigate the in-
teractions among these factors because it required detailed 
health records of each person in the Taiwan population, 
which would violate patient confi dentiality regulations.

Change in Death Rates
In contrast to increased incidence rates from 1996 

through 2004, the disease-specifi c death rate declined 
steadily from 12.33% in 1996 to 9.72% in 2004 while the 
number of deaths caused by pyogenic liver abscess in-
creased slightly over this same timeframe (Figure 2, panel 
B). The yearly change in the death rate was –0.31% (r = 
0.91, p<0.001) (Figure 3, panel A). When we calculated 
age-standardized death rates, the decrease was 0.38%/year 
(r = 0.94, p<0.001) (Figure 3, panel B). Death rates did not 
differ much between males and females (10.7% vs. 11.3%) 
(Table 1). Death rates increased slowly for men and women 
35–85 years of age and peaked for those 90–94 years of age 
(33.81%). Minor peaks were noted for adolescents 10–14 
years of age (19.35%) and for young men 20–24 years of 
age (12.36%), respectively.
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Table 1. Demographic data from National Health Insurance database, Taiwan, 1996–2004 
Item Female Male Total p value* 
Sex, no. (%) 11,377 (38.3) 18,326 (61.7) 29,703 (100)  
Age: range (median), y 0–106 (63.90) 0–101 (58.98) 0–106 (61.00) <0.001† 
Age: mean (SD), y 62.13 (14.87) 57.58 (16.03) 59.32 (15.75) <0.001‡ 
Hospitalization: mean (SD), d 18.00 (13.80) 16.91 (12.74) 17.33 (13.17) <0.001‡ 
Diabetes mellitus, no. (%) 3,998 (35.1) 5,906 (32.2) 9,904 (33.3) <0.001§ 
Cirrhosis, no. (%) 854 (7.5) 2,225 (12.1) 3,079 (10.4) <0.001§ 
Renal disease, no. (%) 772 (6.8) 1,191 (6.5) 1,963 (6.6) 0.334§ 
Hypertension, no. (%) 1,491 (13.1) 1,866 (10.2) 3,357 (11.3) <0.001§ 
Heart disease, no. (%) 826 (7.3) 1,118 (6.1) 1,944 (6.5) <0.001§ 
Cerebrovascular accident, no. (%) 364 (3.2) 454 (2.5) 818 (2.8) <0.001§ 
Cholelithiasis, no. (%) 2,121 (18.6) 2,229 (12.2) 4,350 (14.6) <0.001§ 
Hepatobiliary malignancy, no. (%) 863 (7.6) 1,769 (9.7) 2,632 (8.9) <0.001§ 
Other malignancy, no. (%) 546 (4.8) 937 (5.1) 1,483 (5.0) 0.227§ 
Pneumonia, no. (%) 675 (5.9) 1,273 (6.9) 1,948 (6.6) 0.001§ 
Urinary tract infection, no. (%) 923 (8.1) 697 (3.8) 1,620 (5.5) <0.001§ 
Acute viral hepatitis, no. (%) 228 (2.0) 657 (3.6) 885 (3.0) <0.001§ 
Peptic ulcer, no. (%) 985 (8.7) 1,623 (8.9) 2,608 (8.8) 0.557§ 
Abscess drainage no. (%) 3,886 (34.2) 6,082 (33.2) 9,968 (33.6) 0.082§ 
Biliary procedure no. (%) 1,967 (17.3) 2,361 (12.9) 4,328 (14.6) <0.001§ 
Deaths, no. (%) 1,286 (11.3) 1,954 (10.7) 3,240 (10.9) 0.085§ 
*p<0.05 is considered statistically significant. 
†Mann-Whitney U test. 
‡Student t test. 
§ 2 test.  

Table 2. Incidence rates and deaths from pyogenic liver abscess, National Health Insurance database, Taiwan, 1996–2004* 
Case-patients with pyogenic liver abscess Deaths from pyogenic liver abscess

Year Female Male Total Female Male Total 
1996 945 (9.03) 1455 (13.15) 2400 (11.15) 112 (1.07) 184 (1.66) 296 (1.38) 
1997 1045 (9.88) 1562 (13.99) 2607 (11.99) 135 (1.28) 173 (1.55) 308 (1.42) 
1998 1130 (10.58) 1701 (15.13) 2831 (12.91) 151 (1.41) 189 (1.68) 340 (1.55) 
1999 1162 (10.78) 1936 (17.11) 3098 (14.02) 138 (1.28) 213 (1.88) 351 (1.59) 
2000 1300 (11.94) 2094 (18.38) 3394 (15.24) 147 (1.35) 201 (1.76) 348 (1.56) 
2001 1453 (13.25) 2218 (19.39) 3671 (16.38) 160 (1.46) 258 (2.25) 418 (1.87) 
2002 1406 (12.74) 2485 (21.64) 3891 (17.28) 151 (1.37) 259 (2.26) 410 (1.82) 
2003 1434 (12.93) 2386 (20.72) 3820 (16.90) 143 (1.29) 238 (2.07) 381 (1.69) 
2004 1502 (13.47) 2489 (21.57) 3991 (17.59) 149 (1.34) 239 (2.07) 388 (1.71) 
p value† <0.001 <0.001 <0.001 0.224 <0.001 <0.001 
*Data are presented as number (rate per 100,000 population). 
† 2 goodness-of-fit test. p<0.05 is considered statistically significant. 
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We tested case-patients with binary logistic regression 
to identify the factors contributing to increased death rates 
(Table 4). Multivariate analysis showed an increased risk 
of 1.7%/year of age. Renal disease and malignancy were 
respectively associated with a 2.5- and a 2-fold increased 
risk, followed by pneumonia (1.5-fold) and heart disease 
(1.3-fold). Some underlying diseases were associated with 
a lower risk for death, including diabetes (0.85-fold), pep-
tic ulcer (0.75- fold), urinary tract infection (0.74-fold), 
hypertension (0.44-fold), and cholelithiasis (0.69-fold). 
Therapeutic procedures were also related to the lower risk 
of death (abscess drainage 0.57-fold, biliary drainage 0.73-
fold), compatible with our expectations.

K. pneumoniae and Pyogenic Liver Abscess at NTUH
To compensate for the defi ciency of microbiologic 

data in the NHI database, we reviewed the medical records 
of case-patients with primary pyogenic liver abscess admit-
ted to NTUH from 2000 through 2004. In total, 506 case-
patients were enrolled, ≈3.70% of all case-patients in Tai-
wan (13,672) during the same period. This ratio is similar 
to the general NTUH: Taiwan inpatient ratio (3.50%) (12), 
suggesting that liver-abscess cases in NTUH are probably 
a microcosm for the liver-abscess patients in all of Taiwan. 
Demographic data are shown in Table 5. Compared with 
the NHI database, case-patients in NTUH had longer hos-
pitalization periods and higher frequencies of heart disease 
and malignancy, implying severe underlying conditions. 
However, the ratios of sepsis, meningitis, endophthalmitis, 
and pneumonia were similar between NTUH and Taiwan 
data, so the severity of primary liver abscess in NTUH pa-
tients and Taiwan as a whole were equal. Besides, NTUH 
case-patients were associated with higher rates of abscess 
drainage and lower death rates, indicating that the quality 
of medical care for those patients is probably better than the 
average level of medical care provided in Taiwan.

Among the 506 cases, 358 had positive culture results 
(Table 6), and 286 (79.9%) of 358 case-patients showed K. 
pneumoniae infection. Patients with Klebsiella spp. infec-
tion had a lower death rate (2.4% vs. 11.1%; p = 0.004), less 
mixed bacterial infection (4.5% vs. 26.4%; p<0.001), and 
less underlying malignancy (5.2% vs. 20.8%; p<0.001). Of 
case-patients with Klebsiella spp. liver abscess, 35% were 
associated with diabetes mellitus. The prevalence of dia-
betes in case-patients with other micromicrobial infections 
was 18.1% (p = 0.007). Binary logistic regression analysis 
showed that Klebsiella spp. infection was associated with 
decreased death rates (relative risk 0.20, p = 0.003); the 
role of diabetes was neutral (relative risk 1.09, p = 0.88) 
(Table 7). Therefore, the low death rates in case-patients 
with diabetes who also had liver abscess were probably at-
tributed to Klebsiella spp. infection.
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Figure 1. Number of new reported cases of pyogenic liver abscess 
recorded monthly in the National Health Insurance database, 
Taiwan, January 1996 through December 2004.

Figure 2. Incidence of pyogenic liver abscess in Taiwan, showing 
a steady increase from 1996 to 2004. The incidence is expressed 
as the number of new cases reported from the population (the 
National Health Insurance database) per year. A) The linear 
increase of the primary incidence data (raw incidence: cases/year × 
1/100,000) with the year can be described by the formula Incidence 
× 1/100,000 = 0.860 × year – 1704.66 (r = 0.978, p<0.001). B) The 
linear increase of the standardized incidence data (raw incidence 
normalized according to the age distribution of the population) with 
the year can be described by the formula Incidence × 1/100,000 = 
0.512 × year – 1010.68 (r = 0.923, p<0.001). r, Pearson correlation 
coeffi cient. p<0.05 is considered statistically signifi cant.
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Discussion
We present a nationwide population-based report of 

pyogenic liver abscess in Taiwan. Taiwan started the NHI 
program in 1995, with a coverage rate of ≈99% of its popu-
lation. By providing national healthcare, the system col-
lected medical records from virtually every person seeking 
medical help in Taiwan so many nationwide surveys were 
automatically completed. The database, therefore, refl ects a 
complete and unbiased picture of general health conditions 
in Taiwan.

Our data suggests Taiwan is endemic for pyogenic 
liver abscess. This disease had been considered rare in the 
past; previous reports showed an annual incidence rate of 
2.3/100,000 (13) and 1.0/100,000 (14) in Canada and Den-
mark, respectively. In our report, however, the incidence 
rate was 10× higher (11.99/100,000 in 1996 and up to 
17.59/100,000 in 2004). Such high incidence rates and rapid 
increase indicate the true growth of this disease because the 
data could not be explained solely by the change in popula-
tion structure or by improved detection capacity of medical 
professionals. First, the diagnostic tools and methods for 
pyogenic liver abscess did not remarkably change during 
our study. Furthermore, the incidence did not explode but 
increased steadily over time. Thus, the increase is unlikely 
to have been caused by improved diagnostic sensitivity. 
Second, to eliminate bias induced by the change in popu-
lation structure over time, we calculated age-standardized 
incidence. The increased incidence remains signifi cant af-
ter correction (Figure 2, panels A, B). Hence, endemic pyo-
genic liver abscess possibly existed long before these data 
were fi rst collected in Taiwan, even though the situation 
has recently become much worse. During the study period, 

magA-positive K. pneumoniae was identifi ed as the major 
cause of pyogenic liver abscess in Taiwan (6,15). Although 
culture data were lacking in the NHI database, 80% of 
NTUH case-patients had positive culture data that showed 
Klebsiella spp. A recent nationwide report from South Ko-
rea also showed that the proportion of K. pneumoniae infec-
tion increased dramatically in that country over time from 
≈0% in 1955–1969 up to 78.2% during 2004–2005 (8). We 
can therefore infer that the high incidence of pyogenic liver 
abscess in Taiwan is related to Klebsiella spp. infection.

In contrast to the rise of incidence over time, death 
rates from pyogenic liver abscess decreased. In our analy-
sis, the death rate from pyogenic liver abscess in Taiwan 
was 10.9% during 1996–2004 (Table 1) while the inhospital 
death rate was 6.1% (Table 5). These rates are much lower 
than those in earlier reports, 25% (16) to 50% (14), but 
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Table 3. Factors associated with increased incidence in pyogenic 
liver abscess based on cases reported in the National Health 
Insurance database, Taiwan, 2004* 

Factor 
Incidence
with factor 

Incidence
without factor 

Relative risk 
(95% CI) 

Sex (M) 21,565 13,474 1.601
(1.501–1.707) 

Acute viral 
hepatitis 

50,798 17,090 2.973
(2.511–3.466) 

Diabetes mellitus 111,998 12,322 9.098
(8.520–9.716) 

Malignancy 162,610 15,176 10.731
(9.840–11.702) 

Hypertension 23,989 16,772 1.430
(1.313–1.559) 

CVA 22,756 17,471 1.303
(1.083–1.567) 

Pneumonia 77,048 16,541 4.661
(4.145–5.240) 

Renal disease 62,795 16,878 3.722
(3.250–4.263) 

Heart disease 19,494 17,468 1.116
(0.986–1.264) 

*Incidence is expressed as cases/100,000 population. CI, confidence 
interval; CVA, cerebrovascular accident. 

Figure 3. Deaths from pyogenic liver abscess in Taiwan, showing a 
steady decrease from 1996 to 2004. Mortality rate is expressed as 
the number of deaths reported from pyogenic liver abscess cases 
per year. A) The linear decrease of the primary mortality data (raw 
mortality: deaths/case/year × 1/100) with the year can be described 
with this formula: Mortality × 1/100 = 0.314 × year + 639.58 (r = 
0.910, p<0.001). B) The linear decrease of the standardized 
mortality data (raw mortality normalized according to the age 
distribution of the population) with the year can be described with 
this formula: Mortality × 1/100 = 0.383 × year + 776.59 (r = 0.944, 
p<0.001). r, Pearson correlation coeffi cient. p<0.05 is considered 
statistically signifi cant.
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are consistent with those in more recent reports, in which 
population-based death rates were ≈10% (13,14) while in-
hospital death rates ranged from 6%–8% (15,17,18). This 
decrease might be multifactorial. 

First, the decrease in death rates might be the result of 
the dramatic increase of case-patients with pyogenic liver 
abscess. In a previous report, Jepsen et al. suggested that the 
dramatic decrease in death rates in Denmark between 1977 
and 2002 resulted from improved diagnostic tools (14). 

This reason might also apply in Taiwan because the liver 
abscess–related death rate in the general population actu-
ally increased from 1.38/100,000 in 1996 to 1.80/100,000 
in 2004. However, the increase was not steady, with a peak 
of 1.94/100,000 in 2001 followed by a decrease, indicating 
a true decrease of disease-specifi c deaths. Thus, diagnostic 
sensitivity could not explain the whole condition. 

Second, the advance of medical care might have con-
tributed to the decrease in mortality rates. Because abscess 
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Table 4. Binary logistic regression analysis showing factors associated with death from pyogenic liver abscess, Taiwan, 1996–2004* 
Univariate analysis Multivariate analysis 

Factor Odds ratio p value† 95% CI Odds ratio p value† 95% CI
Age, y 1.018 <0.001 1.015–1.020 1.017 <0.001 1.015–1.020
Sex (M) 0.937 0.085 0.869–1.009 0.930 0.067 0.861–1.005
Diabetes mellitus  0.813 <0.001 0.750–0.880 0.850 <0.001 0.782–0.925
Abscess drainage 0.541 <0.001 0.497–0.590 0.571 <0.001 0.523–0.624
Biliary procedure 0.635 <0.001 0.564–0.715 0.728 <0.001 0.640–0.828
Peptic ulcer 0.778 <0.001 0.676–0.895 0.751 <0.001 0.651–0.867
Urinary tract infection  0.851 0.063 0.718–1.009 0.735 0.001 0.617–0.875
Cirrhosis 1.027 0.663 0.912–1.156  – –  – 
Renal disease 2.599 <0.001 2.322–2.909 2.452 <0.001 2.181–2.756
Hypertension  0.480 <0.001 0.414–0.557 0.435 <0.001 0.374–0.506
Cerebrovascular accident  1.405 0.001 1.153–1.713 1.219 0.058 0.993–1.497
Cholelithiasis 0.599 <0.001 0.530–0.676 0.693 <0.001 0.608–0.790
Hepatobiliary malignancy 1.745 <0.001 1.564–1.947 1.850 <0.001 1.646–2.080
Other malignancy 2.151 <0.001 1.883–2.456 2.136 <0.001 1.859–2.454
Pneumonia 1.770 <0.001 1.563–2.003 1.516 <0.001 1.333–1.723
Acute viral hepatitis 0.481 <0.001 0.361–0.642 0.431 <0.001 0.321–0.578
Heart disease 1.384 <0.001 1.212–1.581 1.254 0.001 1.092–1.440
*CI, confidence interval.  
†p<0.05 is considered statistically significant.  

Table 5. Demographic data on patients with primary pyogenic liver abscess from NTUH and NHI databases, Taiwan, 2000–2004* 
Item NHI database NTUH p value† 
Total no. case-patients 13,672 506 (3.70) 
Age, y, range (median) 0–100 (59.95) 0–90 (57.50) 
Age, y, mean (SD) 58.31 (16.37) 55.92 (16.93) 0.001 
Hospitalization, mean (SD) 17.32 (12.80) 30.13 (34.08) <0.001 
M/F, no. (%) 8,652/5,020 (63.3/36.7) 329/177 (65.0/35.0) 0.426 
Diabetes mellitus, no. (%) 5,428 (39.7) 140 (27.7) <0.001 
Cirrhosis, no. (%) 1,153 (8.4) 19 (3.8) <0.001 
Renal disease, no. (%) 1,113 (8.1) 47 (9.3) 0.355 
Hypertension, no. (%) 1,947 (14.2) 88 (17.4) 0.047 
Heart disease, no. (%) 1,038 (7.6) 53 (10.5) 0.017 
Cerebrovascular accident, no. (%) 461 (3.4) 17 (3.4) 0.988 
Other malignancy, no. (%) 930 (6.8) 77 (15.2) <0.001 
Sepsis, no. (%) 3,252 (23.8) 137 (27.1) 0.089
Meningitis, no. (%) 155 (1.1) 6 (1.2) 1.000
Endophthalmitis, no. (%) 226 (1.7) 10 (2.0) 0.593
Pneumonia, no. (%) 1,141 (8.3) 54 (10.7) 0.064 
Urinary tract infection, no. (%) 916 (6.7) 20 (4.0) 0.015 
Acute viral hepatitis, no. (%) 400 (2.9) 10 (2.0) 0.211 
Peptic ulcer, no. (%) 1,161 (8.5) 20 (4.0) <0.001 
Abscess drainage, no. (%) 4,795 (35.1) 292 (57.7) <0.001 
Biliary procedure, no. (%) 790 (5.8) 15 (3.0) 0.007 
Deaths, no. (%) 1,410 (10.3) 31 (6.1) 0.002 
*Data expressions and statistical methods in this table are the same as in Table 1. NTUH, National Taiwan University Hospital; NHI, National Health 
Insurance.  
†p<0.05 is considered statistically significant. 
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drainage was reported to improve the outcome (2,15,19) 
and Klebsiella spp. was associated with a relatively be-
nign course under aggressive medical care (5,20), we hy-
pothesized that the decrease in death rates was due to the 
increase of Klebsiella spp. infection and the increase of 
abscess drainage. To test this hypothesis, we calculated 
the trends of death-related factors over time in the NHI 
database. As indicated in Table 8, the decrease in death 
rates was chronologically compatible with the increase of 
abscess drainage (+1.38% per year, r = 0.88, p = 0.002). 
Although the database did not include culture data, the 
annual increase of diabetes (+0.69%, r = 0.86, p = 0.003) 
and pneumonia (+0.28%, r = 0.90, p = 0.001) suggested 
the concomitant annual increase of Klebsiella spp. infec-
tion. Therefore, the signifi cant decrease of liver abscess-
related deaths in recent years is caused by a microbiologic 

shift (more Klebsiella spp. infections) and better medical 
care (more abscess drainage).

Our study suggests that both underlying renal disease 
and malignancy increased the incidence and mortality rates 
of pyogenic liver abscess. A previous survey in patients 
with end-stage renal disease showed the in-hospital preva-
lence of liver abscess to be 130.59/100,000 and the death 
rate to be 33.30% (21). Patients died of septic shock despite 
aggressive management in 50% of these cases. In our data, 
renal disease triples the incidence of pyogenic liver abscess 
and doubles the death rates, compatible with the previous 
report. Similarly, underlying malignancy had been well rec-
ognized as an important aggravating factor (13,22) of liver 
abscess. Our data also showed 10-fold and 2-fold increases 
in the incidence and mortality rates of pyogenic liver ab-
scess. In addition to the fact that tumors from the hepatobil-
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Table 6. Klebsiella spp. liver abscess compared with other primary pyogenic liver abscess, NTUH, Taiwan, 1996–2004* 
Item Klebsiella spp. Non-Klebsiella spp. p value† 
Total no. 286 72  
Male gender, no. (%)  191 (66.8) 45 (62.5) 0.490 
Deaths, no. (%) 7 (2.4) 8 (11.1) 0.004 
Abscess drainage, no. (%) 204 (71.3) 49 (68.1) 0.664 
Biliary procedure, no. (%) 2 (0.7) 9 (12.5) <0.001 
Mixed infection, no. (%) 13 (4.5) 19 (26.4) <0.001 
Diabetes mellitus, no. (%) 100 (35.0) 13 (18.1) 0.007 
Peptic ulcer, no. (%) 10 (3.5) 7 (9.7) 0.055 
Urinary tract infectio, no. (%) 14 (4.9) 2 (2.8) 0.749 
Renal disease, no. (%) 25 (8.7) 6 (8.3) 1.000 
Hypertension, no. (%) 55 (19.2) 14 (19.4) 1.000 
Heart disease, no. (%) 28 (9.8) 9 (12.5) 0.517 
Cerebrovascular accident, no. (%) 7 (2.4) 3 (4.2) 0.427 
Malignancy, no. (%) 15 (5.2) 15 (20.8) <0.001 
Cirrhosis, no. (%) 5 (1.7) 2 (2.8) 0.632 
Pneumonia, no. (%) 35 (12.2) 6 (8.3) 0.414 
Viral hepatitis, no. (%) 4 (1.4) 1 (1.4) 1.000 
Meningitis, no. (%) 3 (1.0) 0 (0.0) 0.613 
Endophthalmitis 9 (3.1) 0 (0.0) 0.214 
Age, y, mean (SD) 57.39 (15.52) 55.25 (19.26) 0.384 
No. hospitalizations, mean (SD) 26.12 (16.36) 43.06 (69.64) 0.044 
*NTUH, National Taiwan University Hospital. The 2 test and Student t test were used for statistical analyses.  
†p<0.05 is considered statistically significant. 

Table 7. Factors modifying the death rates from primary pyogenic liver abscess analyzed by binary logistic regression, NTUH, Taiwan, 
2000–2004*

Univariate analysis Multivariate analysis 
Factor Odds ratio p value† 95% CI Odds ratio p value† 95% CI 
Age 1.034 0.074 0.997–1.073 – – –
Gender 0.436 0.117 0.154–1.231 – – –
Klebsiella 0.201 0.003 0.070–0.574 0.223 0.009 0.072–0.690
Diabetes mellitus  1.088 0.880 0.363–3.260 – – –
Renal disease 4.256 0.019 1.269–14.271 6.172 0.006 1.665–22.884 
Heart disease 1.354 0.698 0.293–6.247 – – –
Malignancy 4.433 0.016 1.319–14.900 2.922 0.119 0.759–11.254 
Cirrhosis 4.012 0.212 0.452–35.613 – – –
Abscess drainage 0.345 0.045 0.122–0.977 0.351 0.063 0.116–1.060
Hospitalization days 1.002 0.793 0.990–1.013 – – –
*NTUH, National Taiwan University Hospital; CI, confidence interval. 
†p<0.05 is considered statistically significant. 
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iary region might mimic abscesses (23–25), tumors in other 
regions were also associated with poor prognoses (26,27), 
confi rming malignancy itself as an independent aggravat-
ing factor. Because the prevalence of both renal disease 
and malignancy has increased in recent years, the threat of 
pyogenic liver abscess in those patients is becoming more 
important, worthy of our special notice.

In contrast to renal disease and malignancy, the role 
of diabetes in mortality rates is controversial. Some reports 
suggested its association with a more aggressive clinical 
course (18,28) while others merely confi rmed its coexis-
tence with pyogenic liver abscess (15,19,22). In our analy-
sis of the NHI database, diabetes caused a 9-fold increase 
of incidence but paradoxically decreased death rates. Fur-
ther analysis in NTUH case-patients showed that such a 
decrease was attributed to the high proportion of Klebsiella 
spp. infection and that diabetes played no signifi cant role 
in prognoses. This result is compatible with a report from 
a recent population-based case-control study in Denmark 
which stated that diabetes modifi ed the risk but not the 
prognosis of pyogenic liver abscess (29). Since diabetes 
compromises host immune systems, its pivotal role in the 
risk for abscess but minimal role in abscess-related death, 
indicates a complicated interaction between the pathogens 
and the immune system of hosts. More in-depth research in 
this fi eld is necessary.

The NHI database, although almost complete, is lim-
ited in 3 aspects. First, it is defi cient in microbiologic data. 
Because the microbiologic data from NTUH is hospital-
based, data might not accurately refl ect the condition in the 

general population. Second, because it enables only 5 diag-
noses for each case, coding of diagnoses might be biased if 
the specifi c case is complicated with >5 underlying diseas-
es. For this reason, some minor conditions, such as peptic 
ulcer, urinary tract infection, and hypertension, paradoxi-
cally decreased death rates in our data. Third, in contrast to 
the comprehensive data of pyogenic liver abscess, detailed 
health data for each person in the population are not avail-
able. We are therefore unable to estimate the interaction 
among the risk factors of pyogenic liver abscess in the pop-
ulation (Table 3). Nevertheless, this study still provides a 
clear picture of pyogenic liver abscess in Taiwan. The rapid 
and steady increase of cases with pyogenic liver abscess in 
Taiwan should be noted (Table 2). Although the prognosis 
of liver abscess patients has improved over time (Figure 3), 
pyogenic liver abscess-related death in the population con-
tinues to increase (Table 2). Furthermore, complex interac-
tions between pyogenic liver abscess, diabetes, renal dis-
ease, and malignancy are shown to worsen this condition. 
Further collaboration among clinical medical practitioners, 
public health workers, and research scientists is mandatory 
to fi ght against such a challenge in the future. 
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Table 8. Chronologic changes of factors associated with pyogenic liver abscess, NHI database, Taiwan, 1996–2004* 

Year (no. cases)  

Abscess
drainage,
no. (%) 

Biliary 
procedure,

no. (%) 

Renal
disease,
no. (%) 

Diabetes
mellitus,
no. (%) 

Hepatobiliary 
malignancy, 

no. (%) 

Other
malignancy, 

no. (%) 
Pneumonia,

no. (%) 

Heart
disease,
no. (%) 

Deaths,
no. (%) 

1996 (2,400) 589
(24.5)

316
(13.2)

123
(5.1)

696
(29)

149
(6.2)

81
(3.4)

132
(5.5)

137
(5.7)

296
(12.3)

1997 (2,607) 729
(28)

389
(14.9)

156
(6)

819
(31.4)

210
(8.1)

106
(4.1)

155
(5.9)

154
(5.9)

308
(11.8)

1998 (1,831) 932
(32.9)

473
(16.7)

161
(5.7)

911
(32.2)

276
(9.7)

124
(4.4)

168
(5.9)

186
(6.6)

340
(12)

1999 (3,098) 1,055
(34.1)

480
(15.5)

198
(6.4)

1,005
(32.4)

302
(9.7)

137
(4.4)

179
(5.8)

194
(6.3)

351
(11.3)

2000 (3,394) 1,190
(35.1)

484
(14.3)

258
(7.6)

1,139
(33.6)

292
(8.6)

171
(5)

193
(5.7)

198
(5.8)

348
(10.3)

2001 (3,671) 1,233
(33.6)

515
(14)

286
(7.8)

1,241
(33.8)

340
(9.3)

203
(5.5)

246
(6.7)

254
(6.9)

418
(11.4)

2002 (3,891) 1,355
(34.8)

604
(15.5)

279
(7.2)

1,339
(34.4)

372
(9.6)

206
(5.3)

290
(7.5)

264
(6.8)

410
(10.5)

2003 (3,820) 1,387
(36.3)

519
(13.6)

281
(7.4)

1,411
(36.9)

347
(9.1)

195
(5.1)

282
(7.4)

290
(7.6)

381
(10.0)

2004 (3,991) 1,498
(37.5)

548
(13.7)

221
(5.5)

1,343
(33.7)

344
(8.6)

260
(6.5)

303
(7.6)

267
(6.7)

388
(9.7)

Change per y, % +1.38 (–0.10) +0.17 +0.69 +0.20 +0.31 +0.28 +0.17 (–0.31)
r 0.88 –0.23 0.46 0.86 0.49 0.93 0.90 0.75 –0.91
p value† 0.002 0.547 0.208 0.003 0.179 <0.001 0.001 0.020 0.001
*NHI, National Health Insurance; r, Pearson correlation coefficient.   
†p<0.05 is considered statistically significant. 
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To estimate multipliers linking surveillance of salmonel-
losis, campylobacteriosis, and Shiga toxin–producing Es-
cherichia coli (STEC) infections to community incidence, we 
used data from a gastroenteritis survey and other sources. 
Multipliers for severe (bloody stool/long duration) and milder 
cases were estimated from the component probabilities of 
doctor visit, stool test, sensitivity of laboratory test, and re-
porting to surveillance system. Pathogens were classifi ed 
by the same severity criteria and appropriate multipliers ap-
plied. Precision of estimates was quantifi ed by using simu-
lation techniques to construct 95% credible intervals (CrIs). 
The multiplier for salmonellosis was estimated at 7 (95% 
CrI 4–16), for campylobacteriosis at 10 (95% CrI 7–22), and 
for STEC at 8 (95% CrI 3–75). Australian annual community 
incidence rates per 100,000 population were estimated as 
262 (95% CrI 150–624), 1,184 (95% CrI 756–2,670), and 
23 (95% CrI 13–54), respectively. Estimation of multipliers 
allows assessment of the true effects of these diseases and 
better understanding of public health surveillance.

The primary aims of laboratory-based surveillance of 
Salmonella, Campylobacter, and Shiga toxin–produc-

ing Escherichia coli (STEC) infections in industrialized 
countries are to detect outbreaks and to monitor changes 
in incidence over time. For laboratory-based surveillance, 
a person with diarrhea must visit a doctor, have an appro-

priate stool sample transported to the laboratory correctly, 
have a positive laboratory test for a notifi able disease, and 
have this result reported to the surveillance system. Be-
cause many persons do not visit a doctor or have a stool 
sample taken when they have diarrhea, surveillance data 
do not capture all disease and represent only a fraction of 
disease occurring in the community. However, knowledge 
of the absolute number of cases in the community would be 
extremely useful for setting public health policy and esti-
mating the cost of illness.

Studies that have estimated community incidence have 
used various methods. These include: capture-recapture 
(1), Delphi or expert consensus (2), outbreak reports (3,4), 
community-based cohort studies of diarrheal disease (5), 
and estimation of multipliers of surveillance data by using 
additional data (6). Although cohort studies are the most 
direct way of estimating diarrheal illness in the commu-
nity, they are expensive and are subject to limitations for 
estimating the incidence of pathogen-specifi c infections 
because of the small numbers of cases (7,8).

This article describes how we estimated multipliers to 
apply to laboratory surveillance data to estimate commu-
nity incidence, including estimation of precision. We used 
data collected in a survey of gastroenteritis and data from 
case-control studies and from quality assurance of labora-
tory testing to estimate the major component parts of the 
multipliers. The major components are the proportion of 
case-patients who visit a doctor, the proportion of these 
patients who have a stool sample sent to the laboratory 
for testing, the sensitivity of the laboratory test to cor-
rectly identify a pathogen, and the proportion of positive 
results that are reported to surveillance by laboratories. 
These component parts were then used to estimate the 
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overall multipliers, and the precision of these estimates 
was determined.

In 2005, a total of 7,720 cases of salmonellosis, 15,313 
cases of campylobacteriosis, and 85 cases of STEC infec-
tion were reported to the Australian National Notifi able 
Diseases Surveillance System. The specifi c objective of 
this study was to estimate the multipliers to apply to Sal-
monella, Campylobacter, and STEC infections reported to 
national surveillance and to estimate the community inci-
dence of these conditions in Australia.

Methods

Overview
The fraction of community cases reported to surveil-

lance was derived from the probability of a case-patient 
in the community visiting a doctor, having a stool sample 
taken, having a positive laboratory test, and having the case 
reported to surveillance (Figure). At every step a proportion 
of cases from the previous step are lost, resulting in only a 
fraction of cases being reported (the notifi cation fraction).

The notifi cation fraction (NF) is equal to the product 
of the component probabilities; that is, NF = Pd × Ps × Pl 
× Pn (Figure), where Pd = probability that a case-patient 
in the community visits a doctor, Ps = probability that a 
case-patient seen by a doctor has a stool sample taken, Pl = 
probability that a laboratory correctly identifi es the patho-
gen in the stool sample, and Pn = probability that a positive 
result is reported to health authorities. The reciprocal of the 
notifi cation fraction is the multiplier M (M = 1/NF).

The probabilities of visiting a doctor and of having stool 
tested are likely to be greater when illness is more severe. 

We therefore assessed the infl uence of different symptoms 
on the likelihood of gastroenteritis patients visiting a doctor 
and having a stool sample taken. Infl uential symptoms were 
used to classify gastroenteritis cases by severity, and multi-
pliers were calculated for the different severity categories. 
The 3 infections of interest—salmonellosis, campylobacte-
rosis, and STEC infection—were then classifi ed by using 
the same categories so that appropriate multipliers could 
be applied, based on the severity of the particular illness. 
Uncertainty in the estimates was estimated by using simu-
lation techniques to derive a 95% credible interval (95% 
CrI), akin to methods used in Bayesian estimations.

Data Sources
We derived our estimates from data already available 

in Australia on diarrhea, salmonellosis, campylobacterio-
sis, and STEC infection (Table 1).
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Figure. Sequential steps for notifi cation to a surveillance system. 
The probability of progressing in the sequential steps in the 
surveillance system is represented by P. GP, general practitioner.

Table 1. Data sources used to assess under-reporting of Salmonella, Campylobacter, and STEC infections, Australia, 2001–2005* 
Information Data sources
Symptoms that predicted visiting a doctor and having stool tested 
(“predictor symptoms”) used to adjust calculations for severity of 
illness 

Australian National Gastroenteritis Survey (NGS) conducted 
across Australia during 2001 and 2002 (9)

Probability of a case-patient in the community visiting a doctor NGS 
Probability of a case-patient seen by a doctor having stool tested NGS and unpublished reports of 2 surveys of GP treatment and

management practices for gastroenteritis in 2003/2004 and 2005 
in 2 Australian states (10,11)

Probability of correctly identifying Salmonella and Campylobacter
in stool samples by laboratories 

Royal College of Pathologists Australasia, Quality Assurance 
Programs Pty Limited, Microbiology QAP Results, 2001 (12)

Probability of a positive result being reported to health authorities Discussions with OzFoodNet epidemiologists  
Symptom profiles for reported cases of salmonellosis Unpublished case-control study data from the Hunter Public 

Health Unit, NSW Australia (1997–2000), and OzFoodNet sites 
(2000–2003)  

Symptom profiles on reported cases of campylobacteriosis Unpublished case control study data from the Hunter Public 
Health Unit, NSW Australia (1997–2000), and OzFoodNet sites 
(2000–2003)  

Information on reported cases of STEC, and laboratory sensitivity 
of detecting STEC from fecal samples 

Unpublished data from OzFoodNet study on STEC in South 
Australia, 2003–2005 

Number of notifications of campylobacteriosis, salmonellosis, and 
STEC infection. 

National Notifiable Diseases Surveillance System  (13)

Australian midyear population for 2005 Australian Bureau of Statistics (14)
*STEC, Shiga toxin–-producing Escherichia coli; GP, general practitioner; QAP, quality assurance program. Further details of how data were used are 
shown in the online Technical Appendix, available from www.cdc.gov/EID/content/14/10/1601-Techapp.pdf. 
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Estimation of Symptom-specifi c Probabilities 
for Visiting a Doctor and Having a Stool Test 
(Pd and Ps)
The component probabilities Pd and Ps were estimated 

from the National Gastroenteritis Survey (NGS) conducted 
in 2002. The telephone survey, using a random stratifi ed 
sample from all states in Australia, included a total sample 
of 6,087 persons who were asked about diarrheal illness 
they had experienced in the previous 4 weeks. Respondents 
with chronic illness with diarrhea were not counted as case-
patients unless they identifi ed their symptoms as different 
than usual. Case-patients were asked details about their ill-
ness and days of duration of symptoms (9). The case defi ni-
tion of diarrheal illness was the following: at least 3 loose 
stools in 24 hours (excluding those persons who report a 
noninfectious cause of their diarrhea because of pregnancy, 
alcohol use, chronic illness, or medications) and duration 
<28 days.

Adjusting Component Probabilities 
for Severity of Illness
To calculate improved pathogen-specifi c estimates 

rather than estimates of underreporting of all gastroenteri-
tis, we estimated multipliers from NGS for gastroenteritis 
of varying severity. The proportion of cases in correspond-
ing severity categories was then estimated for the 3 differ-
ent pathogens by using other data from case-control studies 
(Table 1). The appropriate multipliers could then be applied 
according to the average severity of illness.

Symptoms of severity that predicted whether the per-
son with gastroenteritis visited a doctor were identifi ed 
from NGS by using multivariable logistic regression. The 
following conditions were evaluated: duration of illness, 
cramps, vomiting, nausea, blood in the stool, headache, 
respiratory symptoms (coughing, sneezing, sore throat), 
fever, body aches, loss of appetite, and stiff neck. Age and 
sex of the patients were also considered. A p value<0.05 
was considered statistically signifi cant.

Because the number of case-patients who had stool 
tests was small in the gastroenteritis survey (n = 15), uni-
variate regression was used to identify severity symptoms 
that predicted whether a doctor ordered a stool test (statisti-
cal signifi cance p<0.1). Additional information from a ran-
dom sample of general practitioners (GPs) from 2 states of 
Australia on the treatment of diarrheal disease was used to 
identify severity symptoms that prompted doctors to order 
a stool test (10,11). Data were stratifi ed by symptom cat-
egories that were statistically signifi cant determinants for 
both visiting a doctor and having a stool test ordered. Prob-
abilities were calculated for case-patients in each symptom 
category of visiting a doctor and having stool tested.

Pathogen-specifi c Symptom Profi les
The severity symptom profi les of salmonellosis and 

campylobacterosis were developed from OzFoodNet na-
tional case-control studies based on 396 and 1,087 reported 
cases, respectively (Table 1). The STEC symptom profi le 
was based on a case-control study of 34 cases in South Aus-
tralia. The proportion of case-patients who experienced the 
predictor symptoms (i.e., symptoms that were found to pre-
dict visiting a doctor and a doctor’s ordering of stool tests) 
was calculated. From this calculation, the probabilities of 
visiting a doctor and having a stool test were estimated for 
each pathogen, weighted by severity of illness.

Sensitivity of Laboratory Testing
All fecal specimens are routinely tested for Salmonella 

and Campylobacter spp. in Australia. The sensitivities (Pl) 
of laboratory tests to detect Salmonella and Campylobacter 
spp. were obtained from quality assurance data from ≈250 
laboratories across the country (12). This sensitivity testing 
is based on inoculated samples that are transported to labo-
ratories from a central source. For STEC, data were from 
the state of South Australia, where enhanced surveillance 
exists for this pathogen. Laboratories routinely forward all 
stool samples with macroscopic blood to a reference labo-
ratory, which tests for STEC by using molecular methods 
to detect genes encoding for production of Shiga toxin 1 
and Shiga toxin 2 (15).

Reporting to Surveillance Network
The completeness of mandatory reporting to health 

departments was discussed with state epidemiologists in-
volved in OzFoodNet, Australia’s foodborne disease sur-
veillance network. Based on these discussions, we conclud-
ed that mandatory reporting to health departments has been 
virtually complete for these pathogens for several years 
preceding 2005 because of the widespread use of comput-
erized reporting practices in Australian laboratories. This 
information was used to estimate the probability for a posi-
tive result to be reported to health authorities (Pn). Formal 
validation studies on completeness of reporting were not 
available.

Uncertainty and 95% CrIs
Simulation techniques were used to quantify the de-

gree of uncertainty of the underreporting factors. The un-
certainty in our knowledge about each of Pd, Ps, and Pl was 
quantifi ed in terms of a normal distribution as this is a sim-
ple technique easily applied in different situations. How-
ever, because some data may be best simulated by using 
other distributions (such as probabilities close to 1 or 0 and 
other nonsymmetric distributions), we compared the output 
from simulations that used normal distributions with sim-
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ulations that used other distributions as indicated (online 
Technical Appendix,  available from www.cdc.gov/EID/
content/14/10/1601-Techapp.pdf). The different distribu-
tions had minimal infl uence on the outcomes, and therefore 
all simulations were conducted as normal distributions.

The mean and standard deviation were allocated to 
describe the simulations when various data sources were 
used. The mean and standard deviation of the probability of 
visiting a doctor (Pd) were estimated from the gastroenteri-
tis survey data (9). The mean and standard deviation of the 
probability of stool ordering (Ps) by GPs were quantifi ed 
by averaging results from the GP surveys conducted in the 
states of South Australia and Victoria (10,11). The mean 
and standard deviation of the sensitivity of stool testing (Pl) 
were quantifi ed by using quality assurance results from the 
2001 report (12). If a simulation produced a few negative 
values, these were treated as missing data. For each patho-
gen, a distribution was similarly determined for the symp-
tom profi les that described the proportion of cases in each 
of 6 severity categories by using data from the case-control 
studies as shown in Table 1.

For each pathogen, 1,000 observations were simulated 
from each of the distributions and were used to calculate 
1,000 estimates of the multipliers. The range between the 
2.5 and 97.5 percentiles of this empirical distribution was 
quoted as a 95% CrI for the fi nal estimates of the multipli-
ers. The parameters used in the simulations are shown in 
the online Technical Appendix tables. The software pack-
age SPSS was used for simulations (16).

Calculation of Community Incidence
The number of national notifi cations for each pathogen 

from 2000 through 2004 was used to estimate the mean and 
standard deviation of a normal distribution for the yearly 
notifi cations (Table 2). Data were adjusted for total pop-
ulation coverage for Campylobacter spp. because 1 state 
(New South Wales) does not report this pathogen. STEC 
estimates were based on information from 1 state (South 
Australia), so South Australian estimates for STEC were 
then extrapolated to the national population.

One thousand simulated values from these distribu-
tions were then multiplied by the 1,000 simulated values of 
the pathogen-specifi c multipliers to obtain 1,000 simulated 
annual incidences in the community. The median and the 
95% CrI from this empirical distribution were estimated as 
above.

Results

Estimation of Symptom-specifi c Probabilities 
for Visiting a Doctor and Having a Stool Test 

Among respondents of the NGS, 374 persons had diar-
rhea and met our case defi nition. Of these case-patients, 75 

(20%) visited a doctor for treatment, and for 15 (20%) of 
75, a stool test was ordered.

Duration of illness was the most important statistically 
signifi cant symptom that increased both the probability of 
visiting a doctor and of having a stool sample taken. The 
odds of visiting a doctor doubled with each day of duration 
(p<0.001), and the odds of having a stool test among those 
who visited a doctor was 1.5 (p = 0.005) for each day of 
duration. Blood in stool was identifi ed as a strong predictor 
for a doctor to order a stool test in both of the GP surveys, 
with 80% and 91%, respectively, of GPs in the 2 surveys 
“always or nearly always” ordering a stool test if blood was 
present (10,11). In the gastroenteritis survey, the presence 
of blood in the stool did not infl uence whether a person 
with gastroenteritis visited a doctor (odds ratio [OR] = 1.5, 
p = 0.55) but did infl uence whether a doctor ordered a stool 
test (OR = 9, p = 0.08). Fever was also statistically signifi -
cantly associated with visiting a doctor. All other variables 
were not signifi cant.

Since duration of illness was identifi ed as infl uential 
on both the patient’s visiting a doctor and on whether a 
stool test was ordered, and because blood in stool was also 
very infl uential on whether a doctor ordered a stool test, 
6 severity categories were created: 3 duration categories 
(1–2 days, 3–4 days, >5 days) for those with blood in stool, 
and the same duration categories for those without blood in 
stool. The component probabilities Pd and Ps were then cal-
culated separately for each severity category as shown in 
Table 3. Further data details are shown in the online Tech-
nical Appendix.

Because blood in stool did not predict patient’s health-
seeking behavior in the NGS, the estimates of probability 
of visiting a doctor by duration were made on the whole 
sample and then the same probabilities were applied to the 
categories of “with blood” and “without blood” in stool. 
The probability of visiting a doctor increased from 0.1 to 
0.67 as duration increased from 1–2 days to >5 days. Based 
on the surveys of GPs, we estimated that among patients 
with bloody diarrhea who visited a doctor, the probability 
of having a stool test was 0.85, regardless of the duration 
of their diarrhea. For those without blood in stool, the prob-
ability of a stool test increased from ≈0.1 to 0.4 as duration 
of illness increased.

Laboratory Testing
Quality assurance testing in 2001 showed that 100% of 

254 laboratories correctly detected Salmonella spp. from 1 
batch of fecal samples, and 233 (95%) of 246 laboratories 
identifi ed it correctly from a second batch. Of 257 laborato-
ries, 220 (86%) correctly detected Campylobacter spp.from 
1 batch of fecal samples, and 232 (95%) of 244 laborato-
ries detected it from a second batch (12). The probability 
for correct identifi cation of Salmonella spp. by laboratories 
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was therefore estimated to be 0.98 (95% CrI 0.95–1.00) 
and for identifi cation of Campylobacter spp., 0.90 (95% 
CrI 0.85–0.95).

The probability for correct STEC identifi cation by a lab-
oratory PCR was estimated to be 0.98 (95% CrI 0.95–1.00) 
(17). Macroscopic blood is the major reason for conducting 
a laboratory test to identity STEC in South Australia. Among 
those persons with STEC infection, 0.90 (95% CrI 0.85–0.95) 
of their stools are estimated to have macroscopic blood (18). 
The proportion of stools containing STEC that are identifi ed 
by laboratories in South Australia was therefore estimated as 
the product of 0.90 (95% CrI; 0.85–0.95) and 0.98 (95% CrI 
0.95–1.00) to give 0.88 (95% CrI; 0.83–0.93).

Pathogen-specifi c Multipliers
Underreporting varied considerably by severity of ill-

ness, with reporting ranging from ≈l in 2 cases for “severe 
illness” cases with blood in the stool and long duration, to 
≈1 in 150 for “mild illnesses” without blood and shorter 
duration (Table 3). For every 100 cases reported, the num-
ber in each of the 6 severity categories is shown for each 
pathogen in Table 3. Long duration is common; 83% of 
salmonellosis cases, 77% of campylobacterosis cases, 
and 74% of STEC cases lasted at least 5 days. Blood in 
stool was reported for 50%, 44%, and 86% of salmonel-
losis, campylobacteriosis, and STEC cases, respectively. 
The severity-weighted estimates of underreporting for sal-
monellosis, campylobacteriosis, and STEC infection are 
shown in Table 4. For every 100 notifi cations, an estimated 
695 (95% CrI 399–1,643) cases of salmonellosis occurred 
in the community and 1,001 (95% CrI 664–2,251) cases 
of campylobacteriosis. In South Australia, for every 100 
notifi cations of STEC, an estimated 815 cases (95% CrI 
330–7,514) occurred in the community.

The multipliers for Salmonella, Campylobacter, and 
STEC infections are thus 7 (95% CrI 4–16), 10 (95% CrI 
7–22), and 8 (95% CrI 3–75), respectively. This indicates 
that overall, including mild to severe illness, ≈85% of sal-
monellosis cases, 90% of campylobacteriosis cases, and 
88% of STEC cases are not reported.

Community Incidence of Salmonella, 
Campylobacter, and STEC Infections

In the 5 years from 2000 to 2004, the national notifi ca-
tions for Salmonella ranged from 6,196 to 7,829 each year. 
The notifi cations from all states, except New South Wales, 
for Campylobacter ranged from 13,665 to 15,622. The no-
tifi cations for STEC in the state of South Australia ranged 
from 27 to 39 from 2001 through 2004 (Table 2). The num-
ber of yearly reported cases was used to estimate the mean 
and standard deviation and then data were simulated from a 
normal distribution to give distributions of average “yearly 
notifi cation number.” The product of the yearly notifi cation 
number and the pathogen multipliers resulted in an estimate 
of the number of annual community infections of 49,843 
(95% CrI 28,466–118,518) cases of salmonellosis, 224,972 
(95% CrI 143,771–507,334) cases of campylobacteriosis, 
and 4,420 (95% CrI 2,407–10,196) cases of STEC infec-
tion. The corresponding estimates of annual incidence per 
100,000 population are salmonellosis, 262 (95% CrI, 150–
624); campylobacteriosis, 1,184 (95% CrI 756–2,670); and 
STEC infections, 23 (95% CrI 13–54).

Discussion
In this study, we were able to provide CrIs of annual 

community incidence of 3 important infections from sur-
veillance data. We used a method for determining patho-
gen-specifi c underreporting factors in Australia that has 
been deduced without the need to collect costly new data 
and includes an estimation of precision. This method is 
applicable to diseases other than infectious diarrhea, pro-
vided data on the components of the notifi cation fraction 
are available: the proportion of case-patients who visit a 
doctor, the proportion who have a laboratory test, the sen-
sitivity of the test, and the completeness of reporting of 
illness to surveillance. Even if collecting some additional 
data is necessary to estimate certain components of the 
notifi cation fraction, this collecting may be worthwhile to 
obtain the added insight into the effects of particular dis-
eases. Although knowing the incidence may not be nec-
essary for detecting outbreaks and monitoring increased 
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Table 2. Number of notifications in Australia each year for salmonellosis, campylobacteriosis, and STEC infections, 2000–2004†
Data Salmonella infections Campylobacter infections (all states except NSW)† STEC infections in SA‡
Year 
 2000 6,196 13,665 –
 2001 7,047 16,123 27
 2002 7,696 14,740 39
 2003 7,017 15,369 37
 2004 7,829 15,622 30
Mean (SD) 7,157 (651) 15,104 (946) 33.3 (5.67)
Median 7,047 15,369 34
Percentiles: 2.5, 97.5 6,278, 7,816 13,773, 16,073 27, 39 
*STEC, Shiga toxin–producing Escherichia coli; NSW, New South Wales; SA, South Australia. 
†67% of population only; adjust for population of Australia by multiplying by 1.5. 
‡7.5% of population only; adjust for population of Australia by multiplying by 13.3. 
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or decreased disease over time, this information is vitally 
important to policy makers. We consider it most important 
to furnish estimates with a measure of their precision and 
have used a simple simulation technique that is easily ap-
plied. If information is to be used in public health policy 
making, the responsible interpretation of results involves 
a realistic appreciation of potential error. Simple point es-

timates may give a misleading picture of certainty; the 
estimates of the community incidence of these foodborne 
diseases show a high degree of uncertainty that should 
be acknowledged when comparing estimates from other 
countries or times.

If this level of uncertainty is also found in other coun-
tries, then our confi dence in apparent differences may be 
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Table 3. Probabilities and underreporting factors for each category of duration of diarrhea by blood in stool, for salmonellosis,
campylobacteriosis, and STEC infections* 

Probability of:

Condition/predictor 
symptoms

(a) Case-patient 
visiting a doctor 

(95% CrI)
(b) Stool being 

tested (95% CrI)
(c) Positive stool 
results (95% CrI)

(d)
Notification

by laboratory

Probability for a 
case to be 
reported†  
(95% CrI)

Multiplier‡  
(95% CrI)

Salmonellosis
 With blood
  1–2 d 0.10 (0.07–0.14) 0.85 (0.72–0.98) 0.98 (0.95–1.00) 1.00 0.09 (0.06–0.12) 11.39

(8.49–16.36)
  3–4 d 0.43 (0.31–0.54) 0.85 (0.72–0.98) 0.98 (0.95–1.00) 1.00 0.36 (0.25–0.46) 2.82

(2.17–3.98)
>5 d 0.67 (0.46–0.88) 0.85 (0.72–0.98) 0.98 (0.95–1.00) 1.00 0.55 (0.368–0.75) 1.81

(1.33–2.72)
 Without blood
  1–2 d 0.10 (0.07–0.14) 0.07 (0.02–0.02) 0.98 (0.95–1.00) 1.00 0.01 (0.003–0.01) 143.29

(83.30–371.0)
  3–4 d 0.43 (0.31–0.54) 0.19 (0.071–0.36) 0.98 (0.95–1.00) 1.00 0.08 (0.010–0.16) 13.06

(6.37–67.83)
>5 d 0.67 (0.46–0.88) 0.40(0.133–0.67) 0.98 (0.95–1.00) 1.00 0.25 (0.075–0.48) 3.93

(2.10–11.92)
Campylobacteriosis 
 With blood
  1–2 d 0.10 (0.07–0.14) 0.85 (0.72–0.98) 0.90 (0.85–0.95) 1.00 0.08 (0.056–0.11) 12.40

(9.16–17.82)
  3–4 d 0.43 (0.31–0.54) 0.85 (0.72–0.98) 0.90 (0.85–0.95) 1.00 0.33 (0.231–0.43) 3.06

(2.32–4.33)
>5 d 0.67 (0.46–0.88) 0.85 (0.72–0.98) 0.90 (0.85–0.95) 1.00 0.51 (0.339– 0.70) 1.97

(1.42–2.95)
 Without blood
  1–2 d 0.10 (0.07–0.14) 0.069 (0.02– 0.12) 0.90 (0.85–0.95) 1.00 0.01 (0.002–0.01) 154.17

(89.31–397.59)
  3–4 d 0.43 (0.31–0.54) 0.185 (0.071–

0.36)
0.90 (0.85–0.95) 1.00 0.07 (0.009–0.15) 14.15

(6.80–73.32)
>5 d 0.67 (0.46–0.88) 0.400 (0.133–

0.67)
0.90 (0.85–0.95) 1.00 0.24 (0.068–0.44) 4.25

(2.25–13.36)
STEC in South Australia 
 With blood
  1–2 d 0.10 (0.07–0.14) 0.85 (0.72–0.98) 0.88 (0.83–0.93) 1.00 0.08 (0.0.05–0.11) 13.02

(9.50–18.37)
  3–4 d 0.43 (0.31–0.54) 0.85 (0.72–0.98) 0.88 (0.83–0.93) 1.00 0.32 (0.22–0.42) 3.13

(2.36–4.45)
>5 d 0.67 (0.46–0.88) 0.85 (0.72–0.98) 0.88 (0.83–0.93) 1.00 0.50 (0.33–0.68) 2.02

(1.47–3.04)
 Without blood
  1–2 d 0.10 (0.07–0.14) 0.07 (0.02–0.12) 0.88 (0.83–0.93) 1.00 0.01 (0.001–0.02) 157.18

(61.67–218.75)
  3–4 d 0.43 (0.31–0.54) 0.19 (0.071–0.36) 0.88 (0.83–0.93) 1.00 0.07 (0.01–0.14) 14.35

(7.38–64.34)
>5 d 0.67 (0.46–0.88) 0.40 (0.133–0.67) 0.88 (0.83–0.93) 1.00 0.23 (0.07–0.44) 4.31

(2.27–13.44)
*STEC, Shiga toxin–producing Esherichia coli; CrI, credible interval; NF, notification factor. 
†NF, product of a × b × c × d. 
‡Inverse of NF. 
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compromised. However, some differences appear to be so 
large that they are of interest nonetheless. When compared 
with multipliers for enteric diseases in other countries, Aus-
tralia’s estimates were most similar to the estimates in the 
United Kingdom that were derived from a cohort study. It 
was estimated that for every case reported to surveillance, 
3.2 cases of salmonellosis and 7.6 cases of campylobacteri-
osis existed in the community (5). However, the multiplier 
for salmonellosis in the United States has been estimated 
in the past at 39 (3,19), and the same factor was estimated 
in a recent US study (6). This recent study estimated the 
component probabilities of the notifi cation fraction by us-
ing data from a population survey of diarrhea from 1996 in 
which the proportion of case-patients who visited a doctor 
was 12%. More recent surveys in the United States have 
put this estimate at ≈20% (20). If 20% is now more ap-
propriate, then the US multiplier would reduce to ≈25. In 
the US study, blood in stool was found to be highly in-
fl uential on stool test ordering by doctors (100% vs. 18% 
requested stool tests, depending on blood in stool) and not 

so infl uential on the probability of a case-patient visiting a 
doctor (15% vs. 12%), which was similar to our Australian 
study fi ndings. The US study did not report duration as a 
predictor of visiting a doctor and of having a stool test. Be-
cause salmonellosis frequently lasts >5 days, adjusting for 
duration had a marked impact on our multiplier, reducing it 
considerably. If a similar infl uence of duration on visiting 
a doctor and ordering stool tests exists in the United States, 
and the symptom profi le of salmonellosis is similar in the 
2 countries, then the US multiplier would likely be further 
reduced.

The choice of the case defi nition of diarrheal illness 
used in population studies may also have affected calcula-
tions for the multipliers when the method of component 
probabilities was used. If the case defi nition itself includes 
features of severity that are predictors of visiting a doctor 
or of having a stool test, this may affect the proportion of 
cases that undergo these steps, thereby affecting the com-
ponent probabilities used to calculate the multiplier. The 
laboratory sensitivity testing that provided another com-
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Table 4. Severity-specific underreporting for salmonellosis, campylobacteriosis, and STEC infections* 

Condition/severity category Symptom multiplier† (95% CrI)
No. reported cases in severity 

category, in hundreds (95% CrI) 
No. cases in the community for 
every 100 reported‡  (95% CrI) 

Salmonellosis
 With blood

  1–2 d 11.39 (8.49–16.36) 1 (0–3) 12.7 (0.8–32.1)
  3–4 d 2.82 (2.17–3.98) 7 (5–10) 19.9 (12.6–30.9)

> 5 d 1.81 (1.33–2.72) 42 (37–47) 76.6 (54.3–116.0)
 Without blood

  1–2 d 143.29 (83.30–371.0) 2 (1–4) 282.6 (50.4–870.3)
  3–4 d 13.06 (6.37–67.83) 7 (5–10) 91.8 (40.3–533.5)

>5 d 3.93 (2.10–11.92) 41 (36–46) 160.8 (85.8–513.8)
 Overall 100 695 (399–1,643)
Campylobacteriosis 
 With blood

  1–2 d 12.40 (9.16–17.82) 2(1–3) 24.8 (16.3–38.6)
  3–4 d 3.06 (2.32–4.33) 8(6, 10) 24.3 (15.8–36.9)

>5 d 1.97 (1.42–2.95) 34 (31, 37) 67.92 (48.5–106.3)
 Without blood

  1–2 d 154.17 (89.31–397.59) 3 (2–4) 475.7 (250.6–1,234.3)
  3–4 d 14.15 (6.80–73.32) 10 (8–12) 139.0 (68.7–739.7)

>5 d 4.25 (2.25–13.36) 43 (40–46) 183.4 (97.9–578.1)
 Overall 100 1001 (664–2,251)
STEC in South Australia 
 With blood

  1–2 d 13.02 (9.50–18.37) 0 0
  3–4 d 3.13 (2.36–4.45) 18 (6–30) 51.6 (16.2–101.2)

>5 d 2.02 (1.47–3.04) 68 (50–87) 123.5 (74.9–212.9)
 Without blood

  1–2 d 157.18 (61.67–218.75) 3 (1–5) 432.5 (142.4–1,220.1)
  3–4 d 14.35 (7.38–64.34) 6(1–11) 78.0 (13.6–400.1)

>5 d 4.31 (2.27–13.44) 6 (1–11) 2-3.0 (2.67–91.7)
 Overall 13.02 (9.50–18.37) 100 815 (330–7,514)
*STEC, Shiga toxin–producing Esherichia coli.
†Number of cases in the community for every notification. 
‡Product of previous 2 columns. 
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ponent probability may also affect the calculation of the 
multipliers. The quality assurance testing mimics some of 
the transport issues that occur in real life, but it probably 
represent a “best cases scenario” in which a patient sheds 
microorganisms at the time of collection, and good trans-
port methods are available.

In addition to unavoidable uncertainty due to paucity 
of data, methodologic differences in each study, combined 
with differences in surveillance systems, can make interna-
tional comparisons of disease incidence diffi cult. However, 
applying the multiplier for each country leads to an estimate 
of community incidence that is likely to make comparisons 
more meaningful than simply comparing notifi cation rates. 
The notifi cation rates of salmonellosis in each country are 
currently ≈70/100,000 population for the United Kingdom 
(5), 38/100,000 for Australia, and 12/100,000 (21) for 
the United States. Applying the underreporting factors of 
3, 39, and 7 for the United Kingdom, United States, and 
Australia gives estimates of annual community incidence 
of ≈220/100,000, ≈470/100,000, and ≈262/100,000 (95% 
CrI 150–624), respectively. If more recent estimates of the 
proportion of case-patients who visit a doctor are used to 
calculate the underreporting factor in the United States, and 
a factor of 25 were applied to the number of notifi cations, 
the US rate becomes 300/100,000.

To validate results or assess the potential degree of 
error, another useful approach is to use differing methods 
and compare results in the same country. In Australia, 1 
other possible method is to use results from an Australian 
cohort study of diarrheal disease (22). The study was a ran-
domized controlled trial, conducted for 18 months, that as-
sessed the health impact of water quality and treatment in 
Melbourne, Victoria, in 1999. Of 795 stool samples tested, 
9 cases of salmonellosis (0.003 per person-year) and 24 
cases of campylobacteriosis (0.007 per person-year) were 
identifi ed. When these data are extrapolated to the notifi -
cations in Victoria, the community-to-notifi cation ratios 
are 12.6 for salmonellosis and 9.3 for campylobacteriosis, 
which are comparable to our estimated multipliers of 7 
(95% CrI 4–16) for salmonellosis and 10 (95% CrI 7–22) 
for campylobacteriosis.

Assessment of the functionality of surveillance is 
likely to lead to more effective control of disease in the 
community, and multipliers are 1 measure of the quality 
of surveillance systems. The relatively low ratio between 
reported enteric cases and the number of community cases 
in Australia suggests that the surveillance system is work-
ing reasonably effectively and therefore is likely to detect 
outbreaks.

This study provides an estimate of the community inci-
dence of 3 important foodborne diseases in Australia. Such 
estimates are important in public health to assess the eco-
nomic and human cost of these diseases and to help set pri-

orities. The estimates in this study show that salmonellosis, 
campylobacteriosis, and STEC have considerable effects in 
the community, most of which go unreported. Calculation 
of multipliers for other diseases would also be worthwhile 
to inform public health practice.
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Automatic Outbreak 
Detection Algorithm 

versus Electronic 
Reporting System

Masja Straetemans,1 Doris Altmann, 
Tim Eckmanns, and Gérard Krause

To determine effi cacy of automatic outbreak detection 
algorithms (AODAs), we analyzed 3,582 AODA signals and 
4,427 reports of outbreaks caused by Campylobacter spp. 
or norovirus during 2005–2006 in Germany. Local health 
departments reported local outbreaks with higher sensitivity 
and positive predictive value than did AODAs.

In 2001, the Robert Koch Institute, Germany’s federal 
institute for infectious disease control, implemented an 

electronic system (SurvNet) for notifi able infectious dis-
ease surveillance (1,2). Local health departments electroni-
cally sent reports of confi rmed cases to state health depart-
ments, which forwarded them to Robert Koch Institute. 
SurvNet can link single case reports to outbreak reports in 
which local health departments report descriptive outbreak 
information in a standardized manner (reported outbreaks). 
Additionally, the same software organizes the electronic 
transmission of single case reports from peripheral data-
bases from each local health department to databases of 
the respective state health department and fi nally to Robert 
Koch Institute. Automatic outbreak detection algorithms 
(AODAs), run weekly on this case-based data, generate 
signals when the observed number of cases per a specifi c 
week is higher than a defi ned threshold value (signal out-
breaks).

To identify the need to follow up generated signals, 
one must know the positive predictive value of AODA. 
This knowledge could avoid overwork in local health de-
partments because not every signal will require contacting 
the local offi ce for investigation.

Our goal was to assess the probability that a signal gen-
erated by AODA refl ects a real outbreak (Campylobacter 
spp. or norovirus) being reported by local health depart-
ment. Previous studies have tested AODAs by comparing 
generated signals with simulated outbreaks superimposed 
on authentic syndromic surveillance data (3,4) or with a 
limited number of known natural outbreaks (5). In contrast 
to these approaches, we evaluated performance of AODA 
by comparing it with a large database of outbreaks elec-

tronically reported by local health departments, which we 
considered to be the reference standard (2).

The Study
We considered a signal outbreak to be identical to a 

reported outbreak when 1) >1 signal was triggered within 
the same period as the fi rst and last case belonging to the 
particular reported outbreak, 2) the signal outbreak was as-
sociated with the identical geographic location on the mu-
nicipal level (1 of the 430 municipalities) as the reported 
outbreak, and 3) the signal outbreak was associated with 
the identical pathogen (either Campylobacter spp. or noro-
virus). Using the data available as of June 1, 2007, we con-
sidered the number of reported outbreaks (a minimum of 4 
cases because the algorithm cannot detect outbreaks with 
<4 cases), from week 5 of 2005 through week 4 of 2007.

During the study period, 118 and 4,309 outbreaks with 
>4 cases, associated with the pathogens Campylobacter 
spp. and norovirus, respectively, had been reported. The 
AODA had signaled 52 (44.1%) of the 118 reported 
Campylobacter spp. outbreaks and 2,538 (58.9%) of the 
4,309 reported norovirus outbreaks (Table). The prob-
ability  that a signal outbreak refl ected a reported outbreak 
(positive predictive value of AODA) was lower for Campy-
lobacter spp. than for norovirus: 50 (6.4%) of 781 Campy-
lobacter spp. signal outbreaks and 2,115 (75.5%) of 2,801 
norovirus signal outbreaks were associated with reported 
outbreaks. The AODA may have triggered multiple signals 
during the outbreak if the threshold level was reached dur-
ing several consecutive weeks (Figure 1). Of the Campy-
lobacter spp. outbreaks, 3 (6.0%) were each identifi ed by 2 
different signals; of the norovirus outbreaks, 727 (28.6%) 
were identifi ed by multiple signals (2–20 signals per re-
ported outbreak) (Table). Furthermore, 1 signal outbreak 
could correspond with different reported outbreaks when 
these occurred in the same local area and during the same 
period (Figure 2). For Campylobacter spp., 4 (8.0%) of the 
outbreak signals could correspond to >1 reported outbreak; 
for norovirus, 760 (35.9%) of the signal outbreaks could 
correspond to 2–26 reported outbreaks (Table).

Conclusions
Germany´s electronic reporting system for infectious 

disease outbreaks provided a unique opportunity to com-
pare the triggering of signals through AODA with the re-
porting of outbreaks identifi ed by local health departments. 
The probability of an outbreak signal being associated with 
a reported outbreak was much lower for Campylobacter 
spp. (6.4%) than for norovirus (75.5%). Furthermore, the 
fraction of cases as part of a reported outbreak was much 
lower for Campylobacter spp. (3.3%) than for norovirus 
1Current affi liation: KNCV Tuberculosis Foundation, The Hague, 
the Netherlands
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(71.4%). Differences in route of transmission likely explain 
why Campylobacter spp. cases are generally more likely to 
occur sporadically and why norovirus cases are more likely 
to be part of an outbreak (6–9). These differences might re-
sult in a lower frequency of Campylobacter spp. outbreaks. 
The AODA might generate a signal when a higher than 
expected number of single cases is observed in a specifi c 
period and location, but this signal is likely to refl ect an in-

creased number of sporadic cases; an increased number of 
norovirus cases is more likely to refl ect an occurring noro-
virus outbreak. An alternative possibility is that local health 
departments are more inclined to identify, investigate, and 
report norovirus outbreaks than Campylobacter spp. out-
breaks (10). These differences demonstrate the importance 
of designing AODA specifi cally for the pathogens under 
surveillance.

For our analyses we used reported outbreaks as the ref-
erence standard by which to evaluate the AODA. Although 
this outbreak reporting is probably incomplete, we believe 
that it more closely identifi es the true number of outbreaks 
than does retrospectively identifying outbreaks (11) or sim-
ulating outbreaks (3,4). Thus, we believe it generates a bet-
ter reference standard than that used in previous studies.

Our fi ndings question the usefulness of the AODA 
because a large number of generated signals were not 
confi rmed by the electronic outbreak reporting from local 
health departments. Our results suggest that AODAs are not 
useful for detecting outbreaks on a local level because the 
outbreaks are detected earlier and investigated by the local 
health department. AODAs might be more useful for de-
tecting multicounty or even multistate outbreaks, which are 
more diffi cult to detect by a single local health department. 
The latter has been well demonstrated by AODA detection 
of various foodborne outbreaks in Germany (12,13). Na-
tional surveillance should focus on the follow-up of signals 
that indicate potential multicounty or multistate outbreaks. 
We used the county level for the algorithm because we ob-
tain the reported outbreaks on this level fi rst and we wanted 
to compare both systems. Our standard algorithms run also 

Table. Outbreaks January 31, 2005–January 28, 2007, reported and identified by detection algorithm* 
Outbreak characteristic Campylobacter spp., no. (%) Norovirus, no. (%) 
Total cases 114,176 144,568
Cases as part of a reported outbreak 3,767 (3.3) 103,177 (71.4) 
Reported outbreaks with <4 cases 1,453 5,074
Reported outbreaks with >4 cases 118 4,309†
Signal outbreaks generated by detection algorithm 781 2,801
Reported outbreaks with >4 cases identified by detection algorithm signals 52 (100) 2,538 (100) 
 Reported outbreaks identified by 1 signal 49 (94.0) 1,811 (71.4) 
 Reported outbreaks identified by >1 signal 3 (6.0) 727 (28.6) 
  Reported outbreaks identified by 2 signals‡ 3 (6.0) 473 (18.6) 
  Reported outbreaks identified by >2 signals‡ 0 254 (10.0) 
Signal outbreaks corresponding to reported outbreak with >4 cases 50 (100) 2,115 (100) 
 Signal outbreaks corresponding to 1 reported outbreak 46 (92.0) 1,355 (64.1) 
 Signal outbreaks corresponding to >1 reported outbreak 4 (8.0) 760 (35.9) 
  Signal outbreaks corresponding to 2 reported outbreaks§ 3 (6.0) 408 (19.3) 
  Signal outbreaks corresponding to >2 reported outbreaks§ 1 (2.0) 352 (16.7) 
*Data through June 1, 2007. Sensitivity detection algorithm 44.1% (52/118) for Campylobacter spp., 58.9% (2,538/4,309) for norovirus; no. reported 
outbreaks with >4 cases also identified by detection algorithm signal/total no. reported outbreaks with >4 cases. Positive predictive value of detection 
algorithm 6.4% (50/781) for Campylobacter spp., 75.5 (2,115/2,801) for norovirus. No. signal outbreaks identical to reported outbreak/total number of 
signal outbreaks.
†Excluded are 17 reported norovirus outbreaks of >25 wk and an average of <2 cases/wk because these are likely the result of data entry errors in 
SurvNet.  
‡During the duration of a reported outbreak, the detection algorithm may have triggered multiple signals during several consecutive weeks (Figure 1). 
§One signal outbreak may correspond to multiple reported outbreaks if different outbreaks occur in the same municipality during the same period  
(Figure 2).  

Figure 1. Example of 1 reported outbreak being detected by 3 
signals. In this example, 3 signal outbreaks (S1, S2, S3) can be 
associated with 1 reported outbreak in same municipality and 
during the same period.
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on federal and state levels, but that was not the subject of 
this investigation. To enable local health departments to 
earlier discover multicounty outbreaks, a new version of 
SurvNet is being developed. This version will give local 
health departments the opportunity to include more infor-
mation on the evidence and also the possibility of linking 
outbreaks from different counties (2). The Robert Koch In-
stitute, along with the state health departments, will devel-
op a standard operating procedure for how to communicate 
and follow up on signals generated by the AODA.

Our study suggests that the usefulness of AODA to de-
tect local outbreaks is limited because local health depart-
ments generally detect local outbreaks earlier and in more 
detail than these algorithms. Investment in the development 
of user-friendly outbreak reporting tools for local health 
departments might therefore provide better information on 
outbreaks than extensive refi nements of AODAs. 
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Rickettsia typhi 
and R. felis in Rat 
Fleas (Xenopsylla 

cheopis), Oahu, 
Hawaii 
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Rickettsia typhi (prevalence 1.9%) and R. felis (preva-
lence 24.8%) DNA were detected in rat fl eas (Xenopsylla 
cheopis) collected from mice on Oahu Island, Hawaii. The 
low prevalence of R. typhi on Oahu suggests that R. felis 
may be a more common cause of rickettsiosis than R. typhi 
in Hawaii.

Murine typhus is a febrile zoonotic disease caused by 
Rickettsia typhi. The classic view is that R. typhi cir-

culates among rats (Rattus rattus or R. norvegicus) and rat 
fl eas (Xenopsylla cheopis) (1,2), although other rodents and 
their ectoparasites have been implicated in maintenance of 
R. typhi in nature. Humans become infected when they visit 
disease-endemic areas infested with rats and acquire infec-
tion by inhalation or by self-inoculating infected fl eas or 
fl ea feces into skin.

The most recent outbreak of murine typhus in Hawaii 
occurred in 2002 with 47 cases reported on 5 islands (3). 
Concomitantly, an increase occurred in the mouse popula-
tion on the island of Maui, which reported 35 human cases. 
Peak occurrence of murine typhus in Hawaii was in 1944 
with 186 cases reported, of which 80% occurred on the 
island of Oahu (4). Previous serologic surveys in Hawaii 
have identifi ed antibodies reactive with R. typhi antigen in 
the Polynesian rat (R. exulans), black rat (R. rattus), Nor-
way rat (R. norvegicus), and house mouse (Mus musculus) 
(3,4). The Indian mongoose (Herpestes auropunctatus) was 
also identifi ed as a potential reservoir; however, its role has 
not yet been evaluated. We conducted a molecular survey 
of fl eas in Oahu to characterize the prevalence and identity 
of rickettsiae in Hawaii.

The Study
M. musculus mice were collected during rodent popula-

tion studies in the leeward and southeast parts of Oahu dur-
ing the summers of 2004, 2006, and 2007 (Figure). Fleas 
were combed from each animal, identifi ed as X. cheopis by 
using standard taxonomic keys, and kept frozen at –70°C un-
til they were sent to the Centers for Disease Control and Pre-
vention (Atlanta, GA, USA) for further analyses. Mice were 
humanely killed; only brains were removed and frozen.

DNA was isolated from each fl ea by using the Biomek 
2000 Laboratory Automation workstation (Beckman, Ful-
lerton, CA, USA) and reagents from the Wizard Prep kit 
(Promega, Madison, WI, USA) (5). DNA from 20 mg of 
mouse brain tissue was isolated by using the QiaAmp Mini 
kit (QIAGEN, Valencia, CA, USA).

Author affi lations: Centers for Disease Control and Prevention, 
Atlanta, Georgia, USA (M.E. Eremeeva, M.M. Sturgeon, S.E. 
Karpathy); and Hawaii Department of Health, Honolulu, Hawaii, 
USA (W.R. Warashina, A.E. Buchholz, G.K. Olmsted, S.Y. Park, 
P.V. Effl er)
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Figure. Detection of Rickettsia typhi and R. felis DNA in Xenopsylla 
cheopis trapped in Oahu, Hawaii, in A) 2004 and B) 2006 and 
2007. Hawaii is shown in the inset. Symbols correspond to sites of 
sample collection. White squares, collections in 2004 and 2006 of 
fl eas negative for R. felis and R. typhi; white triangles, collections 
in 2007 of fl eas negative for R. felis and R. typhi; red squares, fl eas 
positive for R. felis; black squares, fl eas positive for R. typhi; blue 
squares, fl eas positive for both R. typhi and R. felis. Maps were 
obtained from www.hear.org/starr/maps/stock/landsat.htm
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Detection of R. felis and R. typhi DNA was con-
ducted by using a TaqMan assay for the citrate syn-
thase (gltA) gene of Rickettsia spp. (forward pri-
mer: 5′-GATTTTTTAGAAGTGGCATATTTG-3′; reverse 
primer: 5′-GGKATYTTAGCWATCATTCTAATAGC-3′)
and species-specifi c probes (R. typhi: 5′-CalRed610-TT
(T)A(C)TA(C)A(A)AG(A)T(T)G(C)T(C)A-BHQ2-3′; 
R. felis: 5′-Cy5-CTA(C)GGA(G)AATT(G)CCA-BHQ3-
3′); locked nucleic acid bases, shown in parentheses, were 
incorporated to improve probe binding. Specifi city of probes 
was tested by using DNA of R. prowazekii, R. typhi, and 23 
spotted fever group rickettsial isolates. The Brilliant Q PCR 
core reagent kit (Stratagene, La Jolla, CA, USA) and an iCy-
cler (Bio-Rad, Hercules, CA, USA) were also used. Positive 
control plasmids contained a 265-bp target fragment from 
R. typhi strain Wilmington or R. felis strain LSU.

DNA from 210 X. cheopis fl eas was examined, includ-
ing 122 fl eas collected from 61 mice trapped in 2004, 84 
fl eas from 55 mice trapped in 2006, and 4 fl eas from 2 mice 
trapped in 2007 (Table). Victor Tin Cat Repeating Mouse 
Traps (Woodstream Corp., Lititz, PA, USA) were located 
in 10 communities on the leeward and southeast parts of 
Oahu, the former representing areas where typhus cases 
are most frequently diagnosed on this island. The largest 
collections were obtained from Waianae (36.6% of fl ea 
specimens), Makakilo (20%), and Makaha (11.9%); only 
1 sample each was available from Ewa Beach and Hawaii 
Kai. An average of 1.8 (median 1) fl eas was collected from 
each animal.

Four fl eas (1.9%, n = 210) contained only R. typhi DNA, 
and 52 (24.8%) fl eas contained only R. felis DNA. The ampli-
con sequences were identical to homologous sites of R. typhi 
gltA (AE017197) or R. felis gltA (CP000053). One fl ea con-
tained R. felis and R. typhi DNA. This result was confi rmed 
by cloning of 4 replicate amplicons and sequencing of 24 
randomly selected clones. Both DNAs were confi rmed to be 
present in each amplicon. The highest rates of fl eas infected 

with rickettsial agents were detected in Makaha (44%, n = 
23), Waianae (38%, n = 68), and Makakilo (32%, n = 25) 
during the 2004 collection. R. typhi was detected in 4 sites 
(Makaha, Makakilo, Nanakuli, and Waianae). All DNAs ex-
tracted from brain tissues of 55 mice collected in 2006 were 
PCR negative for R. felis and R. typhi.

Conclusions
We report molecular detection and identifi cation of R. 

typhi associated with rat fl eas (X. cheopis) collected from 
house mice (M. musculus) in western Oahu, Hawaii. R. 
felis, the etiologic agent of cat fl ea rickettsiosis, was also 
found associated with rat fl eas collected from house mice.

The role of commensal rats and their fl eas is often re-
garded as axiomatic for maintenance of murine typhus (1,2). 
However, other rodents and their ectoparasites have been 
implicated as alternative competent reservoirs and vectors 
of R. typhi, respectively (1,5). House mice are highly sus-
ceptible to experimental infection with R. typhi, which may 
establish a persistent intracerebral infection lasting for up 
to 5 months and is excreted in the urine (6). A previous 
study reported house mice naturally infected with R. typhi 
in the state of Georgia (7); however, no PCR-positive mice 
were detected in our study. Eruptions of mouse populations 
in the absence of rats have been implicated in several out-
breaks of murine typhus (1); however, these observations 
were not supported by laboratory data. Early reports relied 
mostly on isolation of rickettsiae from tissue or fl eas and 
serosurveys that did not necessarily provide accurate spe-
ciation of rickettsial isolates in the absence of precise mo-
lecular characteristics. Recent surveillance reports apply-
ing PCR and sequencing for detection and identifi cation of 
rickettsiae have also detected R. typhi DNA in X. cheopis, 
Leptosylla segnis, and Ctenocephalides felis fl eas in differ-
ent parts of the world (2,5,8).

R. felis has been detected in many countries, primarily 
associated with C. felis fl eas parasitizing cats, dogs, or opos-

Table. Prevalence of Rickettsia felis and R. typhi in Xenopsylla cheopis fleas by PCR, Oahu, Hawaii* 
No. (%) positive collected in 2004 No. (%) positive collected in 2006

Location Mice Fleas R. felis R. typhi
R. felis and 

R. typhi Mice Fleas R. felis R. typhi
R felis and 

R. typhi
Ewa Beach 0 0 NA NA NA 1 1 1 0 0
Hawaii Kai 1 2 0 0 0 0 0 NA NA NA
Honokai Hale 0 0 NA NA NA 12 21 2 (10) 0 0
Kapolei 0 0 NA NA NA 7 10 2 (20) 0 0
Ko Olina 0 0 NA NA NA 3 7 0 0 0
Maili 0 0 NA NA NA 7 11 1 (9) 0 0
Makaha 12 23 9 (39) 1 (4.3) 0 2 2 0 0 0
Makakilo 17 25 8 (32) 0 0 13 17 3 (18) 1 (6) 0
Nanakuli 3 4 1 (25) 1 (25) 0 6 6 1(17) 0 0
Waianae 28 68 24 (35) 1(1.5) 1 (1.5) 4 9 0 0 0
Subtotal 61 122 42 (34) 3 (3) 1 (0.8) 55 84 10(12) 1 (1.2) 0
Total† 118 210 52 (25) 4 (1.9) 1 (0.05) 
*NA, not available (no samples were collected). 
†Includes 2 mice and 4 fleas collected in 2007 from Nanakuli; these samples were PCR negative. 
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sums (2), although R. felis is rarely detected in cats or opos-
sums. Surprisingly, R. felis may be present in rat fl eas (X. 
cheopis) as demonstrated here and in a recent report from 
Indonesia (9). The prevalence of R. felis ranges from 5% to 
45.8% for large collections of fl eas, sometimes up to 100% 
when small collections are tested (8,10,11), and is often 
higher when compared with the prevalence of R. typhi, as in 
our study. R. felis has also been detected in Anomiopsyllus 
nudata collected on white-throated woodrats (Neotoma al-
bigula) (12). Co-infection with R. felis and R. typhi in fl eas 
has been reported only in experimentally infected fl eas (13). 
However, it is not known if either pathogen has any advan-
tage for acquisition, life-long persistence, or transmission 
by fl eas.

Murine typhus caused by R. typhi has been considered 
to be the only rickettsiosis present in Hawaii, but our data 
indicate that a second fl ea-borne rickettsia, R. felis, circulates 
in areas on Oahu where murine typhus is endemic. Clinical 
symptoms for cat fl ea rickettsiosis (CFR) are not agent spe-
cifi c and, as for other rickettsioses, include fever, headache, 
and rash. Antibodies against R. felis variably cross-react with 
R. typhi, R. rickettsii, and other spotted fever group rickettsia 
antigens (14). Consequently, R. felis infection in humans can 
be misdiagnosed or missed without R. felis antigen testing. 
Only a handful of cases of CFR have been reported world-
wide, and only 8 cases have been specifi cally confi rmed by 
PCR (14,15). The Hawaii State Department of Health report-
ed a mean of 4.2 cases annually from 1992 through 2001 and 
a mean of 20 cases annually through 2006, but an outbreak 
of 47 cases occurred in 2002 (3). Because all cases of murine 
typhus in Hawaii were diagnosed by using potentially cross-
group reactive serologic tests and not specifi c molecular or 
serologic tests, it is diffi cult to exclude or confi rm if humans 
have CFR or what the relative prevalence of the 2 rickettsial 
diseases may be in Hawaii.

Since 25% of the fl eas removed from mice were posi-
tive for only R. felis DNA, this pathogen may pose a serious 
risk to human health in Oahu. Further studies are warranted 
to establish the true human prevalence of murine typhus 
and cat fl ea rickettsiosis in Hawaii, to defi ne the clinical 
spectrum of these infections with more specifi c confi rma-
tory diagnostic tests, and to establish the role of fl eas and 
different rodents in the epidemiology of the 2 diseases.
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New Hosts 
for Equine 

Herpesvirus 9
Mark D. Schrenzel, Tammy A. Tucker, 
Taryn A. Donovan, Martin D.M. Busch, 

Annabel G. Wise, Roger K. Maes, 
and Matti Kiupel

Equine herpesvirus 9 was detected in a polar bear with 
progressive encephalitis; the source was traced to 2 mem-
bers of a potential equid reservoir species, Grevy’s zebras. 
The virus was also found in an aborted Persian onager. 
Thus, the natural host range is extended to 6 species in 3 
mammalian orders.

Equine herpesvirus (EHV) 9, a varicellovirus in the sub-
family Alphaherpesvirinae, is the newest member of 

the equine herpesviruses. EHV-9 is most closely related to 
the recently emergent neurotropic pathogen, EHV-1, but 
was fi rst described in an outbreak of disease in Thomson’s 
gazelles (Gazella thomsoni) and subsequently in a giraffe 
(Giraffa camelopardalis reticulata) with encephalitis (1–3; 
M. Kiupel, pers. comm.). Initial fi ndings of the virus’ viru-
lence and potential for transmission between equids and 
artiodactyls were alarming and provided the impetus for 
experimental studies, which showed that disease could be 
induced in members of an additional 8 mammalian taxa: 
dogs, cats, horses, mice, hamsters, pigs, goats, and marmo-
sets (4–6).

Preliminary data suggest that equids are natural hosts 
of EHV-9 and experience little or no illness when infected. 
Seroconversion was detected in 60% of wild Burchell’s 
zebras (Equus burchelli) in Tanzania without any associ-
ated illness (3). When domestic horses (E. caballus) were 
infected by intranasal inoculation with 107 PFU of EHV-9, 
only mild disease developed and clinical signs were limited 
to transient fever (6). Natural coadaptation of EHV-9 and 
equids was corroborated by the severity of disease seen in 
nonequids: fulminant encephalitis with extensive neuronal 
necrosis in both spontaneous cases and experimental mod-
els (2–6). Antigenic and genetic similarities of EHV-9 with 
other equine herpesviruses are, likewise, consistent with 
the theory that equids are primary hosts. However, active 

infection has never been conclusively documented in any 
member of the Equidae (2–6).

The potential vulnerability of diverse species to EHV-9 
has raised concern about the virus as an anthropozoonotic 
pathogen (2–6). Of additional note is the lack of known 
reservoir species and infectivity in nonlaboratory environ-
ments. We report natural EHV-9 infection and resultant 
disease in an ursid and 2 equid species, confi rming the vi-
rus’ promiscuity and pathogenicity and supporting its natu-
ral residence in wild equids.

The Study
In July, 2007, a 12-year-old polar bear (Ursus mar-

itimus) in a zoological garden in San Diego, California, 
showed progressive neurologic signs that were refrac-
tory to therapy. The animal was housed ≈200 feet from 
a herd of recently relocated Grevy’s zebras (E. grevysi). 
Ultimately, the bear was euthanized. Postmortem exami-
nation showed nonsuppurative meningoencephalitis with 
neuronal and glial intranuclear inclusion bodies (Figure 
1, panel A). PCR targeting of conserved regions of her-
pesvirus DNA polymerase genes identifi ed a virus in the 
brain with 98% homology to EHV-1 in a 165-bp segment 
of DNA (2,7). Subsequently, 2 other PCRs targeting an 
additional 742 bp of the DNA polymerase gene (sense 
primer 5′-GCATYWTCCCCCCGTTKATRAC-3′ and an-
tisense primer 5′-ATAGYSAARRCCACGCCTTY-3′) and 
1,181 bp of the glycoprotein B (gB) gene (sense primer 5′-
CTTGTGAGATCTAACCGCAC-3′ and antisense primer 
5′-GGGTATAGAGCTTTCATGGGG-3′) identifi ed the 
virus as EHV-9 and enabled more precise strain determi-
nation (2). DNA segments of the terminase and gB genes 
were also characterized to generate additional phylograms 
and to compare with molecular fi ndings from other animals 
in this study (8,9).

Before the polar bear case, EHV-9 had been detected 
at the same zoological garden in 2 Grevy’s zebras from the 
same herd, which had been relocated near the polar bears. 
One of the infected Grevy’s zebras was 8 days old and had 
viral interstitial pneumonia; the other was an adult with 
rhinitis and intranuclear inclusion bodies (Figure 1, panel 
B). Both zebras were immunocompromised as a result of 
other concurrent conditions (i.e., sepsis, diarrhea, and tra-
cheitis in the neonate and a traumatic nonhealing wound 
with fungal infection in the adult). EHV-9 was also found 
by a retrospective analysis of tissues from an aborted Per-
sian onager (E. hemionus onager) fetus from a zoological 
park in Washington, DC (10). The onager fetus was aborted 
after the dam came in close proximity to a Grevy’s zebra 
(10). PCR and DNA sequencing analyses of the DNA 
polymerase showed that the zebras and the onager had an 
EHV-9 strain identical to that found in the polar bear. PCR 
results for other potential pathogens (e.g., EHV-1, adeno-
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virus, chlamydiae, rickettsiae, rabies, paramyxovirus, and 
West Nile virus) were negative in the polar bear, zebras, 
and onager.

To test the possibility that other reservoirs of EHV-9 
exist, we conducted a molecular survey using herpesvirus 
consensus-based PCRs for DNA polymerase, terminase, 
and gB gene segments and EHV-9–specifi c PCRs. Sam-

ples were blood and nasal swabs from a Damara’s zebra 
(E. burchellii antiquorum), Somali wild ass (E. asinus so-
malicus), and eastern kiang (E. kiang holdereri) from the 
aforementioned San Diego zoological park (6–8). Novel 
herpesviruses, but not EHV-9, were detected in all 3 equid 
species. Distance analyses of DNA and predicted amino 
acid sequences from these novel herpesviruses, EHV-9, 
and previously described viruses from a variety of ani-
mals were done by using PAUP (11). Phylograms from 
neighbor-joining distance and parsimony methods showed 
a partitioning of the equid herpesviruses into 2 clades, rep-
resenting alpha- and gammaherpesviruses. One clade in-
cluded EHV-9, EHV-1, and EHV-4 and was paraphyletic 
to herpesviruses from primates; the other clade comprised 
equid herpesviruses and a hyena herpesvirus that branched 
separately from other viruses (Figure 2). Phylograms de-
rived from gB and terminase gene segments, individually 
or concatenated, produced comparable results. GenBank 
accession numbers for all sequences from this study are 
EU17146–EU17156.

Conclusions
This report demonstrates interspecies transmissibil-

ity of EHV-9 on an ordinal level and confi rms the virus’ 
neurotropic pathogenicity in nonequids. Our data show that 
EHV-9 is able to naturally infect and cause encephalitis in 
polar bears that had no direct contact with an animal point 
source. Previous reports described EHV-9 infection and 
encephalitis in Thomson’s gazelles and a reticulated giraffe 
that directly commingled with zebras (2, 12; M. Kiupel., 
pers. comm.). By contrast, the polar bear from our study 
was probably infected by a fomite contaminated by an ad-
jacent herd of Grevy’s zebras. Animal-to-animal transmis-
sion, although possible, is extremely unlikely because of 
the space separating the polar bear and zebra enclosures. 
In either instance (direct animal-to-animal or indirect fo-
mite transmission), the infectivity of EHV-9 for polar bears 
would have been substantial.

Our data also demonstrate naturally occurring EHV-9 
infection in equids and suggest that >1 species of zebra 
may be hosts. Findings point toward Grevy’s zebras as 1 
reservoir species. In addition to fi nding active infection 
with EHV-9 in the zebras, the nature of the lesions and 
association of disease with compromised immunity and a 
perinatal animal emulated the host–pathogen dynamics of 
EHV-1 in domestic horses (13). A prior serologic survey 
that used virus-specifi c neutralization assays suggested that 
Burchell’s zebras may also be natural hosts of EHV-9, al-
though features of active infection, such as latency and viral 
shedding, were not investigated in that study (3). Excluding 
experimental studies, neither titers to EHV-9 nor the virus 
itself have been found in domestic horses (6).

An additional fi nding was the taxonomic affi nity of 

Figure 1. Photomicrographs showing A) encephalitis with neuronal 
necrosis and intranuclear inclusions (arrows) in a polar bear (Ursus 
maritimus); scale bar = 50 μm; hematoxylin and eosin stain; and B) 
Grevy’s zebra (Equus grevysi) with acute rhinitis with eosinophilic 
inclusions in respiratory epithelium; scale bar = 20 μm; hematoxylin 
and eosin stain.
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EHV-9 and other equine alphaherpesviruses to herpes 
simplex virus 1 and cercopithecine herpesvirus 2. EHV-1 
is endemic in domestic horses and can cause pneumonia, 
myeloencephalitis, and abortion (13). EHV-9 is highly re-
lated to EHV-1 but unique in its ability to cause disease in 
a variety of other mammals, including primates (1–5). This 
ability has drawn attention to the possibility of eventual 
zoonotic transmission and supports grading of EHV-9 with 
other incipient semigeneralist pathogens (4–6).

Redefi ning the host range of EHV-9 raises new issues 
regarding the anthropogenic effects of assembling diverse 
species in zoological gardens and the growing interface 
between wildlife, domesticated animals, and humans. 
Through comparative studies with other equine herpesvi-

ruses such as EHV-1, EHV-9 can be now considered of 
preeminent value as a model for understanding how viruses 
cross species barriers.
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Extended 
Sequence Typing of 
Campylobacter spp., 

United Kingdom 
Kate E. Dingle, Noel D. McCarthy, Alison J. Cody, 

Tim E.A. Peto, and Martin C. J. Maiden

Supplementing Campylobacter spp. multilocus se-
quence typing with nucleotide sequence typing of 3 antigen 
genes increased the discriminatory index achieved from 
0.975 to 0.992 among 620 clinical isolates from Oxford-
shire, United Kingdom. This enhanced typing scheme en-
abled identifi cation of clusters and retained data required for 
long-range epidemiologic comparisons of isolates.

Human campylobacteriosis remains a global public 
health problem. Although many risk factors for this 

foodborne zoonotic disease are known, the relative contri-
butions of different transmission routes are poorly quanti-
fi ed. Furthermore, the sources of particular infections are 
frequently obscure and outbreaks are rarely detected (1). 
The high genetic and antigenic diversity of the 2 major 
causes of campylobacteriosis, Campylobacter jejuni and C. 
coli, have proved to be obstacles in routine surveillance, 
outbreak identifi cation, and source attribution.

Nucleotide sequence–based isolate characterization 
methods such as multilocus sequence typing (MLST) suc-
cessfully catalog bacterial pathogens and provide a rational, 
defi nitive, and portable typing method with complete re-
producibility among laboratories (2). Because many of the 
sequence types (STs) or their close relatives are observed 
on multiple occasions with wide geographic distribution, 
MLST is highly effective for long-range epidemiologic 
studies (3). However, this characteristic can limit the ap-
plication of MLST to outbreak identifi cation (4). We com-
bined MLST data with sequence data of the short variable 
region (SVR) of the fl aA and fl aB loci, previously used to 
type Campylobacter spp./isolates (5,6), and a novel typing 
system based on porA locus encoding the variable outer 
membrane protein PorA. The resultant high-resolution 10-
locus typing scheme was used to characterize 620 isolates 
obtained from 584 persons with human campylobacteriosis 
from September 2003 through September 2004 in Oxford-
shire (population ≈600,000), United Kingdom; 36 isolates 

obtained by sampling the same patient more than once were 
used to confi rm reproducibility.

The Study
A comparison of our results with published popula-

tion-based 7-locus MLST studies showed that the relative 
abundance of different clonal complexes in northwestern 
England from April 2003 through March 2004 was simi-
lar (7), presumably refl ecting widely distributed foods in 
the United Kingdom. An exception was ST-574 complex, 
the central genotype, which represented >5% of cases in 
Oxfordshire but was absent from northwestern England. 
The clonal complex distribution of 171 isolates collected 
in New South Wales, Australia (8), was distinct from the 
2 English datasets, although many clonal complexes were 
present in all 3 datasets. Fewer clonal complexes, with dif-
ferent relative abundances, were present in a dataset from 
Curaçao (9), likely because of different infection sources in 
the Dutch West Indies (Figure 1).

The differences in relative abundance of clonal com-
plexes were mirrored by FST values calculated from con-
catenated nucleotide sequences of the MLST loci, which 
indicated that the Australian dataset was 3.6% differenti-
ated and the Curaçao set 9.9% differentiated from the Ox-
fordshire dataset. One clonal complex detected in Curaçao 
was absent in the United Kingdom (ST-41 complex) and 
13 of the clonal complexes detected in the United Kingdom 
were absent in Curaçao.

The antigen loci added further resolution to the Oxford-
shire dataset: 575 (98.6% of isolates) fl aA SVR sequences 
contained 130 distinct SVR alleles, and 567 (97.1%) fl aB 
sequences contained 111 SVR alleles. The allele fragment 
≈630bp used for porA typing was amplifi ed and sequenced 
with primers MOMP-1 (5′-GAT GGT TTA ACT CTA 
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Figure 1. Relative abundance of clonal complexes of Campylobacter 
spp. detected in Oxfordshire, United Kingdom, during a 1-year 
study compared with clonal complexes detected in 3 other studies 
of human Campylobacter spp. infections in northwestern England 
(7), New South Wales, Australia (8), and Curaçao (9).
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GCT GC-3′) or MOMP-3 (5′-GAT GGT TTA GTW GGM 
ACA GG-3′) and MOMP-2 (5′-TGA GAA GTT AAG TTT 
TGG AG AG-3′). PorA allele and variant numbers were as-
signed and sequences were deposited in a database (http://
hercules.medawar.ox.ac.uk/momp). A description of am-
plifi cation conditions is also available at this website. Of 
the 558 (95.5% of the isolates) porA sequences assigned, 1 
occurred in 65 isolates whereas 135 alleles occurred only 
once.

The discriminatory index (DI) (10) was calculated for 
various subsets of these data. Each additional antigen gene 
increased discrimination relative to MLST data alone. The 
combination of fl aA SVR and fl aB SVR (DI = 0.976) pro-
vide a similar level of discrimination as porA (DI = 0.972). 
The DI obtained with the porA gene fragment alone was 
similar to that obtained previously with a larger fragment of 
the same gene (DI = 0.973) (11). The 10-locus combination 
provided a degree of discrimination (DI = 0.992) higher 
than those published for pulsed-fi eld gel electrophoresis fi n-
gerprinting, antigen typing, or MLST (4,6,9,12,13). These 
studies calculated DI, ignoring the fact that some isolates 
probably shared a common source and may have underes-
timated the true DI, the capacity to discriminate between 
epidemiologically unrelated isolates. For the same reason, 
our study is also likely to have underestimated the true DI.

There were 68 groups of >2 isolates with identical 
10-locus types, ranging in size from 2 to 34 isolates and 
accounting for 283 (48.5%) of the independent isolates. 
Of the remaining isolates, 290 (49.7%) had unique types, 
typing data were incomplete for the remaining 10 isolates 
(1.7%). A permutation test with 283 isolates belonging 
to a cluster showed highly signifi cant temporal cluster-
ing of Campylobacter spp. isolates of identical genotype 
(p<0.0001). The extent of clustering was independent of 
group size (data not shown). Of 16 groups of >5 identical 
isolates, 5 exhibited signifi cant temporal clustering (Table, 
Figure 2). Isolates belonging to the largest of these groups, 
comprising 34 isolates of ST-257, fl aA 16, fl aB 301, and 
porA 1, were submitted mainly in the last part of the study 
year with a peak of 5 isolates in week 39 (Figure 2). The 
second largest group, comprising 13 isolates, shared ST-51 
and an identical porA type with a genotypic group compris-
ing 7 isolates, but the 2 groups were distinct at both fl aA 
and fl aB loci. All members of these 2 groups were isolated 
from week 14 through week 40. Of the 12 isolates compris-
ing the third largest group, all but 1 were isolated over a 
17-week period (week 2 through week 18) at the beginning 
of the year (Figure 2). The smallest group of isolates to 
show evidence for temporal clustering comprised 5 iden-
tical isolates obtained during weeks 18–29. Some of the 
other genotypic groups were seen throughout the year, with 
no evidence for temporal clustering; for others, weak evi-
dence of clustering was found (Table).

Conclusions
Clusters were detected by this method but represented 

a small part of the overall disease incidence (14). Tempo-
ral association within these clusters suggests that they may 
represent undetected outbreaks. Further epidemiologic in-
formation unavailable to this study, which was based solely 
on laboratory isolates, would be needed to confi rm or refute 
this possibility.

The clusters occurred over periods longer than the 
typical duration of outbreaks of gastroenteritis, which was 
consistent with episodes of contamination entering the food 
chain rather than single proximate-point source events. 
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Figure 2. Clusters of related 10-locus types of Campylobacter spp. 
detected in Oxfordshire, United Kingdom, during a 1-year study. 
Five groups of isolates with identical genotypes show statistically 
signifi cant clustering in time (p values are shown in the Table). Each 
group is indicated by 1 color. White bars indicate other isolates that 
share the same sequence type (ST) but that are differentiated by 
their different antigen type. Numbers of isolates of each genotype 
are shown on a weekly basis; week 1 corresponds to the start of the 
study on September 15, 2003.

Table. Temporal association of genotypically identical isolates of 
Campylobacter spp., United Kingdom* 

10-locus genotype 

ST
flaA
SVR

flab
SVR porA

No.
isolates

p value of 
temporal

association
49 11 11 53 5 0.0005
206 14 96 7 5 0.36
583 239 177 43 5 0.85
45 8 8 44 6 0.92
48 32 103 14 6 0.44
354 18 18 57 6 0.42
51 21 21 10 7 0.0007
475 105 105 67 7 0.16
50 36 36 6 8 0.35
827 255 236 33 8 0.49
19 36 36 7 9 0.15
658 5 5 25 9 0.19
104 36 36 14 11 0.14
574 105 105 1 12 <0.0001
51 316 295 10 13 <0.0001
257 16 301 1 34 <0.0001
*ST, sequence type; SVR, short variable region. 

Extended Sequence Typing of Campylobacter spp.
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These fi ndings indicated that many of these clusters may 
be associated with widely distributed foods. The observed 
temporal association of groups of identical isolates could 
also be caused by certain genotypes having different sea-
sonality or environmental sources from sporadic cases. In 
either scenario, the data supported the interpretation that 
cases sharing an identical genotype were more likely to be 
epidemiologically linked than those infected with different 
genotypes.

In conclusion, the 10-locus typing scheme is highly 
discriminatory for C. jejuni and C. coli isolates and pro-
vides information that can be used fl exibly to support 
long-range comparisons and short-term epidemiology. The 
scheme can be applied in real time or near real time, en-
abling the data to be used to identify outbreaks and inform 
public health interventions. When combined with improved 
genetic methods of attributing source of bacterial isolates 
(15), this approach will contribute to refi ning the epidemi-
ology of these enigmatic pathogens.

Acknowledgments
We thank the staff of the Clinical Microbiology Laboratory, 

John Radcliffe Hospital, Oxford, UK, for assistance in collecting 
Campylobacter spp. isolates; Keith Jolley for establishing the ma-
jor outer membrane protein (MOMP) database; and Lynne Rich-
ardson for assistance with sequencing. 

This study was supported in part by the Oxford University 
Medical Research Fund. This study used the Internet-accessible 
databases (http://pubmlst.org/campylobacter), the maintenance, 
development, and curation of which is supported by the Well-
come Trust and the Department for Environment, Food and Rural 
Affairs Research Contract no. OZ0611. 

Dr Dingle is a senior research scientist at the Nuffi eld De-
partment of Clinical Laboratory Sciences, University of Oxford, 
United Kingdom. Her research interests include the molecular 
epidemiology and population structure of Campylobacter species 
and norovirus epidemiology.

References

  1.  Humphrey T, O’Brien S, Madsen M. Campylobacters as zoonotic 
pathogens: a food production perspective. Int J Food Microbiol. 
2007;117:237–57. DOI: 10.1016/j.ijfoodmicro.2007.01.006

  2.  Dingle KE, Colles FM, Wareing DRA, Ure R, Fox AJ, Bolton FJ, 
et al. Multilocus sequence typing system for Campylobacter jeju-
ni. J Clin Microbiol. 2001;39:14–23. DOI: 10.1128/JCM.39.1.14-
23.2001

  3.  Dingle KE, Colles FM, Ure R, Wagenaar J, Duim B, Bolton FJ, et 
al. Molecular characterization of Campylobacter jejuni clones: a 
rational basis for epidemiological investigations. Emerg Infect Dis. 
2002;8:949–55.

  4.  Sails AD, Swaminathan B, Fields PI. Utility of multilocus sequence 
typing as an epidemiological tool for investigation of outbreaks of 
gastroenteritis caused by Campylobacter jejuni. J Clin Microbiol. 
2003;41:4733–9. DOI: 10.1128/JCM.41.10.4733-4739.2003

  5.  Meinersmann RJ, Helsel LO, Fields PI, Hiett KL. Discrimination of 
Campylobacter jejuni isolates by fl a gene sequencing. J Clin Micro-
biol. 1997;35:2810–4.

  6.  Mellmann A, Mosters J, Bartelt E, Roggentin P, Ammon A, 
Friedrich AW, et al. Sequence-based typing of fl aB is a more stable 
screening tool than typing of fl aA for monitoring of Campylobacter 
populations. J Clin Microbiol. 2004;42:4840–2. DOI: 10.1128/
JCM.42.10.4840-4842.2004

  7.  Sopwith W, Birtles A, Matthews M, Fox A, Gee S, Painter M, et al. 
Campylobacter jejuni multilocus sequence types in humans, north-
west England, 2003–2004. Emerg Infect Dis. 2006;12:1500–7.

  8.  Mickan L, Doyle R, Valcanis M, Dingle KE, Unicomb L, Lanser J. 
Multilocus sequence typing of Campylobacter jejuni isolates from 
New South Wales, Australia. J Appl Microbiol. 2007;102:144–52. 
DOI: 10.1111/j.1365-2672.2006.03049.x

  9.  Duim B, Godschalk PC, van den Braak N, Dingle KE, Dijkstra JR, 
Leyde E, et al. Molecular evidence for dissemination of unique 
Campylobacter jejuni clones in Curacao, Netherlands Antilles. J 
Clin Microbiol. 2003;41:5593–7. DOI: 10.1128/JCM.41.12.5593-
5597.2003

10.  Hunter PR, Gaston MA. Numerical index of discriminatory ability 
of typing systems: an application of Simpson’s index of diversity. J 
Clin Microbiol. 1988;26:2465–6.

11.  Huang S, Luangtongkum T, Morishita TY, Zhang Q. Molecular typ-
ing of Campylobacter strains using the cmp gene encoding the ma-
jor outer membrane protein. Foodborne Pathog Dis. 2005;2:12–23. 
DOI: 10.1089/fpd.2005.2.12

12.  Schouls LM, Reulen S, Duim B, Wagenaar JA, Willems RJ, Din-
gle KE, et al. Comparative genotyping of Campylobacter jejuni by 
amplifi ed fragment length polymorphism, multilocus sequence typ-
ing, and short repeat sequencing: strain diversity, host range, and 
recombination. J Clin Microbiol. 2003;41:15–26. DOI: 10.1128/
JCM.41.1.15-26.2003

13.  Thakur S, Morrow WE, Funk JA, Bahnson PB, Gebreyes WA. Mo-
lecular epidemiologic investigation of Campylobacter coli in swine 
production systems, using multilocus sequence typing. Appl Envi-
ron Microbiol. 2006;72:5666–9. DOI: 10.1128/AEM.00658-06

14.  Pebody RG, Ryan MJ, Wall PG. Outbreaks of campylobacter infec-
tion: rare events for a common pathogen. Commun Dis Rep CDR 
Rev. 1997;7:R33–7.

15.  McCarthy ND, Colles FM, Dingle KE, Bagnall MC, Manning G, 
Maiden MC, et al. Host-associated genetic import in Campylobacter 
jejuni. Emerg Infect Dis. 2007;13:267–72.

Address for correspondence: Martin C.J. Maiden, Department of Zoology, 
The Peter Medawar Bldg, University of Oxford, South Parks Rd, Oxford 
OX1 3SY, UK; email: martin.maiden@zoo.ox.ac.uk



 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008 1623 

Chikungunya 
Outbreak, 

South India, 2006
 

Prabhdeep Kaur, Manickam Ponniah, 
Manoj V. Murhekar, Vidya Ramachandran, 

Ramakrishnan Ramachandran, Hari Kishan Raju, 
Vanamail Perumal, Akhilesh C. Mishra, 

and Mohan D. Gupte

We investigated chikungunya outbreaks in South India 
and observed a high attack rate, particularly among adults 
and women. Transmission was facilitated by Aedes aegypti 
mosquitoes in peridomestic water containers, as indicated 
by a high Breteau index. We recommended vector control 
measures and health education to promote safe water stor-
age practices.  

Chikungunya fever (CHIK) outbreak was observed in 
India in December 2005. Phylogenetic analysis of 

the isolated virus showed a central-east African strain that 
was closely related to the strain from the Reunion Islands 
(1). Historically, the fi rst outbreak of CHIK was reported 
in 1963 in Kolkata (2), and the last reported outbreak oc-
curred in 1973 in Maharashtra (3). The reemergence of the 
virus may have been facilitated by human population mi-
grations in the Indian Ocean region (4). Since December 
2005, cases of CHIK were reported from several Indian 
states including Andhra Pradesh, Maharashtra, Karnataka, 
Tamil Nadu, and Madhya Pradesh. We investigated CHIK 
outbreaks in Andhra Pradesh and Tamil Nadu to describe 
the outbreak, estimate the incidence of subclinical infec-
tion, and propose control measures. 

The Study
In Andhra Pradesh, on the basis of the reports obtained 

from the local primary health centers, we selected Mal-
lela village (2006 population: 1,965) of Kadapa district. In 
Tamil Nadu, we investigated the outbreak in Gowripet area 
(2006 population: 2,649) of Avadi, a suburban locality of 
Chennai City where a large number of persons with fever 
and joint pain were reported in June 2006.  

In both settings, we conducted a door-to-door search 
of all households for case-patients who had acute onset of 
febrile illness and joint pain. We described the outbreak in 
terms of time, place, and person. We collected blood sam-
ples from case-patients after obtaining informed consent. 
We also collected blood samples from consenting asymp-
tomatic persons in Mallela village to assess the incidence 
of subclinical infections. We tested serum samples for im-
munoglobulin (Ig) M antibodies against CHIK virus using 
IgM-capture ELISA at the National Institute of Virology, 
Pune (1).

For the larval survey in Mallela, we selected a repre-
sentative sample of households after stratifying the village 
by attack rates; in Avadi, we surveyed all households. We 
calculated house index (HI), the proportion of houses hav-
ing containers with larvae, and the Breteau index (BI), the 
number of containers positive for mosquito larvae per 100 
houses. In Avadi, we mapped all the case households using 
a geographic positioning system device (ArcGIS version 
8.02; ESRI, Redlands, CA, USA). We divided the area into 
200-m2 grids to determine correlation between BI and at-
tack rates. 

We identifi ed 242 case-patients meeting the case defi -
nition in Mallela (attack rate: 12%; no deaths) and 575 
case-patients in Avadi (attack rate 22%; no deaths). The 
median number of joints affected in Mallela and Avadi was 
3 and 4, respectively. The most common joints involved 
were ankle, knee, wrist, and small joints of hands in both 
settings. In addition to fever and joint pain, 59 (10%) and 
28 (12%) case-patients in Mallela and Avadi, respectively, 
reported a rash. Case-patients were bed-ridden for an aver-
age of 6 to 7 days in both settings. 

Attack rates were higher among persons >15 years of 
age and females in both settings (Table). In Mallela, cases 
began occurring during December 2005 and peaked during 
the fi rst week of March 2006 (Figure 1). In Avadi, cases 
began occurring during May 2005 and peaked during the 
third week of June 2006 before declining. In Mallela, attack 
rates in different areas of the village ranged between 0% 
and 21%. Neighborhoods where persons of lower socio-
economic status resided in households with a single room 
and no water storage facility had the lowest attack rates. 
In contrast, neighborhoods where people lived in pucca 
houses (houses made with brick and mortar) with plenty 
of water storage containers had higher attack rates. Both 
outbreaks occurred during the summer months with tem-
peratures ranging from 30°C to 44°C in Mallela and 27°C 
and 37°C in Avadi.

We conducted a larval survey in 56 houses in Mallela 
and all 657 households in Avadi. In both settings, water was 
scarce and residents used a variety of water storage contain-
ers, including plastic/earthen pots, plastic drums, and cement 
cisterns. The mean number of containers per household was 9 
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in Avadi. The HI and BI were 30% (17/56) and 39% (22/56), 
respectively, in Mallela. The HI and BI were 23% (148/657) 
and 35% (228/ 657), respectively, in Avadi. We observed a 
weak but signifi cant correlation between attack rates by 200-
m2 grids and BI (r = 0.37, p = 0.04) (Figure 2). 

In Avadi, 5 of the 9 blood samples collected from the 
case-patients were positive for IgM antibodies. In Mallela, 
90 (67%) of the 134 blood samples collected from case-
patients were positive for IgM antibodies. In Mallela, we 
included 100 asymptomatic volunteers for serologic testing 
(median age 25 years, range 6–70); 33 were <15 years of 
age and 51 were female. Fifteen of the 100 asymptomatic 
persons had detectable IgM antibodies against CHIK virus. 
Our fi ndings suggest that the apparent to inapparent case 
ratio was almost 1:1. There was no signifi cant difference 
in the prevalence of IgM antibodies between age groups 
>15 years of age and <15 years of age (16% vs. 12%; p = 
0.40) or between sexes (16% in males vs. 14% in females, 
p = 0.47). 

Conclusions
The key fi nding of our Chikungunya outbreak investi-

gation was a high attack rate, particularly among adults and 
females. The outbreak occurred nearly 32 years after the 
last reported outbreak of CHIK in 1973 and was character-
ized by a prolonged duration. Transmission was facilitated 
by larvae of Aedes aegypti mosquitoes in peridomestic 
water containers. Our fi ndings also suggest a considerable 
number of subclinical infections during the outbreak.

The explosive nature of the outbreak with high attack 
rates might be due to the absence of herd immunity to the 
central/East African genotype of the CHIK virus isolated 
in India and other countries in Indian Ocean region. CHIK 

outbreaks reported in the 1960s and 1970s from India were 
related to the Asian genotype of the virus (1). Unlike with 
dengue fever, we observed higher attack rates among adults 
than among children. We observed higher attack rates in 
females as observed in other countries (5–7).

The epidemic curves observed in both study sites in-
dicated that transmission was ongoing for a considerably 
long period. The short fl ight range of the vector likely re-
sulted in gradual transmission of infection among hosts in 
both communities. 

The BI threshold for predicting CHIK transmission in 
India is not available. However, in both areas, BI was high-
er than 5 (35%–39%), which is the threshold for dengue 
transmission per the guidelines of the National Institute of 
Communicable diseases, India (8). The weak positive cor-
relation between attack rate and BI in Avadi could be due 
to high vector density, which might distort the association 
between vector indices and clinical CHIK.

Table. Characteristics of chikungunya outbreak in South India, 2005–2006* 
Area Mallela, Andhra Pradesh Gowripet, Avadi, Tamil Nadu 
Setting Rural Urban
Population 1,965 2,649
Attack rate 
 Overall 12% (n = 242) 23% (n = 575) 
 Age, y 5.8%
  0–4 2.4% 20%
  5–14 3.6% 24%
  15–44 12.9% 22.8%

>45 22.2%
 Gender 18.9%
  M 9.9%
  F 14.8% 24.5%
Chikungunya-specific IgM positivity 67% (90/134) 56% (5/9) 
Subclinical infection  
 No. tested 100 in all age groups ND
 Age-specific prevalence of IgM antibodies 
  5–14 y 4% ND
  15–44 y 8% ND

>45 y 3% ND
*Ig, immunoglobulin; ND, not done. 

Figure 1. Chikungunya cases by week of onset, Mallela village, 
Kadapa district, Andhra Pradesh, India, 2005–2006.

0

5

10

15

20

25

30

35

40

45

6 13 20 27 3 10 17 24 31 7 14 21 28 7 14 21 28

December January February March

Week of onset

N
o.

 c
as

es



 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008 1625 

Chikungunya Outbreak, South India, 2006

The limitations of our study were the lack of uniform 
methods for investigating 2 outbreaks and the convenient 
sampling method used to estimate incidence of subclini-
cal infection. CHIK outbreaks occurred during the peak 
summer season because of favorable environment for Ae. 
aegypti mosquitoes in the form of water storage contain-
ers that were used in the absence of regular water supply 
and acute water scarcity. Most of these containers were ei-
ther uncovered or partially covered and were not cleaned 
at regular intervals. Thus, a regular water supply that ne-
gates the need for water storage, education of the public 
for safe water storage measures, and environmental control 
are much needed public health measures to combat future 
CHIK outbreaks. 

Acknowledgments
We thank the Institute of Public Health, Directorate of Public 

Health, Government of Tamil Nadu, fi eld staff of the National 
Institute of Epidemiology, S. Sabesan, and P.K. Das for their con-
tributions in investigating the outbreak in Tamil Nadu. We also 
thank district medical and health offi cers and health staff of Chit-
toor and Kadapa Districts and V.B. Mohan for their contributions 
in investigating the outbreak in Andhra Pradesh. The outbreak 
investigation in Avadi, Tamil Nadu, was done as part of the Field 

Epidemiology Training Program project of Dr Prabhdeep Kaur. 
She was mentored by program faculty who are co-authors of this 
manuscript.

This study was funded by the National Institute of Epidemi-
ology (Indian Council of Medical Research), Chennai. 

Dr Kaur completed her postgraduate training in general med-
icine in 2004. She joined the National Institute of Epidemiology 
as a research offi cer in 2004 and is currently a second-year stu-
dent in the Field Epidemiology Training Program at the National 
Institute of Epidemiology, Chennai, India. Her research interests 
are epidemiology of noncommunicable diseases, health services 
research, and applications of spatial methods for epidemiologic 
studies. 

References

  1.  Yergolkar PN, Tandale BV, Arankalle VA, Sathe PS, Sudeep AB, 
Gandhe SS, et al. Chikungunya outbreaks caused by African geno-
type, India. Emerg Infect Dis. 2006;12:1580–3.

  2.  Shah KV, Gibbs CJ Jr, Banerjee G. Virological investigation of the 
epidemic of haemorrhagic fever in Calcutta: isolation of three strains 
of chikungunya virus. Indian J Med Res. 1964;52:676–83.

  3.  Padbidri VS, Gnaneswar TT. Epidemiological investigations of chi-
kungunya epidemic at Barsi, Maharashtra State, India. J Hyg Epide-
miol Microbiol Immunol. 1979;23:445–51.

  4.  Zeller HG. Dengue, arbovirus and migrations in the Indian Ocean 
[in French]. Bull Soc Pathol Exot. 1998;91:56–60.

  5.  Lam SK, Chua KB, Hooi PS, Rahimah MA, Kumari S, Tharmarat-
nam M, et al. Chikungunya infection—an emerging disease in Ma-
laysia. Southeast Asian J Trop Med Public Health. 2001;32:447–51.

  6.  Laras K, Sukri NC, Larasati RP, Bangs MJ, Kosim R, Djauzi S, et al. 
Tracking the re-emergence of epidemic chikungunya virus in Indo-
nesia. Trans R Soc Trop Med Hyg. 2005;99:128–41. DOI: 10.1016/j.
trstmh.2004.03.013

  7.  Retuya TJ, Ting DL, Dacula BDBB, Lanada JM, Roque VG, Hugo 
CT, et al. Chikungunya fever outbreak in an agricultural village in 
Indang, Cavite, Philippines. Philippine Journal of Microbiology and 
Infectious Diseases. 1998;27:93–6.

  8.  National Institute of Communicable Diseases. Epidemic prepared-
ness—dengue fever, dengue haemorrhagic fever and dengue shock 
syndrome. CD alert. 2001;5(6):1–8. Available from http://www.
nicd.org/CDAlert.asp

Address for correspondence: Mohan D. Gupte, National Institute of 
Epidemiology (ICMR), # R-127, Tamil Nadu Housing Board, Chennai – 
600 077(Tamil Nadu), Chennai, India; email: directorne@dataone.in

Figure 2. Chikungunya cases and presence of Aedes spp. immature 
mosquitoes, Gowripet, Avadi, Chennai, Tamil Nadu, India, 2006.



DISPATCHES

1626 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008

Control Strategy 
for Echinococcus 

multilocularis
Daniel Hegglin and Peter Deplazes

Echinococcus multilocularis, the causative agent of 
zoonotic alveolar echinococcosis, can be controlled effec-
tively by the experimental delivery of anthelminthic baits 
for urban foxes. Monthly baiting over a 45-month period 
was effective for long-lasting control. Trimonthly baiting in-
tervals were far less effective and did not prevent parasite 
recovery.

Human alveolar echinococcosis (AE) is a potentially 
fatal zoonosis (1) caused by Echinococcus multilocu-

laris, a helminth that is widespread in red foxes (Vulpes 
vulpes). In recent years, fox populations in central Europe 
have increased and extended their habitats into urban areas 
(2). Consequently, AE rates have increased (1). Epidemio-
logic and ecologic studies have demonstrated that urban 
peripheries provide suitable conditions for high densities 
of susceptible fi nal hosts (red foxes) and intermediate hosts 
(voles) (3). Consequently, these densely populated areas 
can be highly contaminated with E. multilocularis eggs and 
are of special interest for the development of cost-effective 
control strategies (2). 

Parasite control by substantially reducing intermedi-
ate host density (rodents) or by large-scale fox culling are 
far less promising strategies than delivering anthelminthic 
baits for foxes (4). In 3 studies from southern Germany, the 
regular distribution of 15 to 50 praziquantel baits per km2 
resulted in a signifi cant decrease in the prevalence of foxes 
from 35%, 64%, and 14–37% to 1%, <20%, and 2%–12%, 
respectively (5–7). Different baiting studies in Japan have 
demonstrated lower environmental contamination with 
E. multilocularis eggs when praziquantel baits are placed 
around fox dens (8), along roads, and in forests that provide 
protection from the wind (9). Even in small-scaled areas 
of <6 km2, anthelmintic baiting has been effective (10,11), 
resulting in a lower reinfection rate in foxes because of a 
lower prevalence of the parasite in intermediate hosts (11). 
However, local eradication of the parasite is diffi cult to 
achieve. Long-lasting interventions seem to be necessary 
for effective control of E. multilocularis (12). Therefore, 
cost-effective baiting strategies must be designed.

Our aim was to provide data so that optimal and cost-
effective baiting strategies could be designed. To obtain 

these data, we investigated the effect of different baiting 
intervals and the postcontrol recovery of the parasite popu-
lation. 

The Study
The study, conducted during 1999 and 2007, was de-

signed as a follow-up to an experimental fi eld study that 
had been conducted in the conurbation of Zurich (11). 
Along the urban periphery, we selected 12 study plots of 
1-km2 each and 1 additional, 6-km2, plot. Experimental bait 
delivery was structured in 2 phases: April 2000–October 
2001 and November 2001–December 2003. Within these 2 
periods, a total of 5 different treatment schemes were used 
in the study plots: 1) no bait delivery during the whole study 
(co/co); 2) monthly bait delivery during the fi rst phase and 
trimonthly delivery during the second phase (b1/b3); 3) no 
bait delivery during the fi rst phase and trimonthly delivery 
during the second phase (co/b3); 4) monthly bait delivery 
during the fi rst phase and no delivery during the second 
phase (b1/co); and 5) monthly bait delivery during the fi rst 
phase and the second phase (b1/b1) (Figure 1).

We used commercial fox baits (Impfstoffwerk Des-
sau Tornau GmbH, Rosslau, Germany) that contained 50 
mg of the anthelminthic praziquantel (Droncit Bayer AG, 
Leverkusen, Germany). At each baiting interval, 50 baits 
per km2 were distributed manually at places that were most 
likely to be frequented by foxes (11).

Using a sandwich ELISA, we determined the effect of 
baiting by detecting E. multilocularis coproantigens in fox 
feces (13). Feces samples were collected at least once per 
month in all study plots during sampling period 1 before 
and during the initial phase of bait delivery (November 
1999–June 2000), sampling period 2 (July–October 2001), 
and sampling period 3 (September–December 2003). Addi-
tionally, during November 2006–January 2007 (sampling 
period 4), feces samples were collected in the three 1-km2 
plots that had never been baited and in the treated section 
of the 6-km2 plot that had been baited monthly throughout 
the entire baiting period (Figure 1). 

The proportion of coproantigen-positive feces de-
tected by ELISA (hereafter referred to as E. multilocularis 
contamination) showed no signifi cant statistical variation 
in the three 1-km2 plots that were never baited and aver-
aged 26.5% contamination (Figure 2). In the 6 areas that 
were baited at monthly intervals during the fi rst phase, 
E. multilocularis contamination decreased signifi cantly 
from sampling period 1 (b1/b3 plots: 22.2%, 95% confi -
dence interval [CI] 11.2%–37.1%; b1/co plots: 37.7%, CI 
26.3%–50.2%) to sampling period 2 (b1/b3 plots: 5.4%, CI 
2.4%–10.4%; b1/co plots: 5.6%, CI 2.3%–11.2%) (Figure 
2). After reassigning 3 monthly baited plots to control plots 
(b1/co plots), a signifi cant rise of E.multilocularis contami-
nation was detected to 30.2% (CI 24.9%–36.0%). Also, 
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the change from a monthly baiting interval to a trimonthly 
interval (b1/b3 plots) resulted in a signifi cant increase to 
19.5% (CI 15.2%–24.4%), whereas the trimonthly bait de-
livery in the co/b3 plots led to a signifi cant decrease from 
30.4% (CI 22.9%–38.8%) to 17.6% (CI 13.3%–22.5%). 

Three years after the end of bait delivery, E. mul-
tilocularis contamination in the 3 co/co plots remained 
on a similar level (15.4%, CI 8.7%–24.5%). In contrast, 
E. multilocularis contamination was still low (3.1%, CI 
0.6%–8.7%) in the b1/b1 plot. The 3 coproantigen-positive 
feces samples did not contain taeniid eggs. 

Conclusions
This 6-year experimental fi eld study shows basic in-

formation about the susceptibility of E. multilocularis to 
small-scale control strategies targeted to high disease-en-
demic foci in urban areas. Monthly, local delivery of an-
thelmintic baits reduced E. multilocularis contamination to 

a low level. Our experimental model shows that although 
the trimonthly baiting intervals reduce such contamination 
signifi cantly, the reduction is far less than that achieved by 
baiting at monthly intervals. In addition, trimonthly bait-
ing did not help to maintain the low E. multilocularis con-
tamination achieved by the previous 1.5 years of intensive 
monthly baiting. 

Our fi nding contrasts with the results of 2 German 
studies: in rural, large-scale study areas where baits were 
distributed once every 3 months during 9 and 18 months, 
respectively, baits were effective in maintaining the prev-
alence of E. multilocularis in foxes at the same level as 
that in previous baiting campaigns conducted at intervals 
of 6 weeks (6,7). It is possible that lower fox densities in 
rural areas compared with urban areas or the shorter peri-
ods during which trimonthly baiting intervals were applied 
are responsible for this difference. More likely, the differ-
ence can be explained by border effects. Foxes with home 
ranges near the border of a baited area have less access to 
the anthelminthic baits. Furthermore, immigrating foxes 
can contribute to E. multilocularis contamination. In large 
baiting areas a smaller proportion of treated foxes live near 
the border of the treated area and a smaller proportion of 
foxes are immigrated foxes. Therefore, small baiting areas 
are more affected by border effects. Further decreasing the 
baiting frequency to 6-month intervals and discontinuing 
bait distribution caused a surge of E. multilocularis preva-
lence in foxes to the precontrol level within 36 months (6).

E. multilocularis contamination in nonbaited areas 
(co/co plots) was higher during period 3 than during period 
4 (Figure 2). Natural fl uctuations possibly contributed to 

Figure 1. Study area of the anthelminthic baiting experiments in 
the conurbation of Zurich, Switzerland. Thirteen study plots were 
defi ned along the urban periphery during the 2-phased baiting 
period (phase 1, April 2000–October 2001; phase 2, November 
2001–December 2003). Five different treatment schemes were 
used in these plots: co/co = no bait delivery during the whole study 
(n = 3 sites of 1 km2 ); b1/b3 = bait delivered monthly during the 
fi rst phase and trimonthly during the second phase (n = 3); co/b3, 
no bait delivery during the fi rst and trimonthly delivery during the 
second phase (n = 3); b1/co, monthly bait delivery during the fi rst 
and no delivery during the second phase (n = 3); b1/b1, monthly 
bait delivery during the fi rst and the second phase in a single study 
plot. This largest study plot comprised initially an area of 6 km2 
(gray line) and fi nally an area of 2 km2 during the second baiting 
phase.

Figure 2. Contamination with Echinococcus multilocularis shown in 
study plots. Portion of coproantigen-positive (by ELISA) fox feces 
in study plots with 5 different treatment schemes (see Figure 1). 
Gray outlined boxes and error bars represent the 95% confi dence 
intervals of ELISA-positive feces during the 4 sampling periods. 
Treatment schemes: co/co, control/control; b1/b3, monthly/
trimonthly baiting; co/b3, control/trimonthly baiting; b1/co, monthly 
baiting/control; and b1/b1,monthly baiting/monthly baiting.

Control Strategy for E. multilocularis
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generally low E. multilocularis prevalences during the lat-
ter period. However, it was surprising that contamination 
was still very low 3 years after all bait delivery was ended 
in an area that was baited monthly during a 3.5-year period. 
Before baiting started, E. multilocularis was highly preva-
lent in this plot, and prevalences in European water voles 
(Arvicola terrestris) ranged from 9% to 21% during sev-
eral years (1997–2000) (11,13). We therefore assume that 
a long-lasting control effect was achieved by local removal 
of the parasite by monthly anthelmintic bait delivery over 
several years.

Our results confi rm the high potential of E. multilocu-
laris to recover to a precontrol level within a short period if 
the parasite was not completely removed, as has been pre-
dicted by modeling studies (14,15) and shown in a single, 
but large, baiting area in Germany (6). On the basis of a 
spatially explicit model, Hansen et al. recommend contin-
ued bait delivery with intervals from 4 to 6 weeks (15). Our 
results support these fi ndings. We therefore suggest contin-
ued intense baiting even if parasite contamination has been 
substantially reduced. Furthermore, our results provide 
evidence that, once the parasite has disappeared locally, 
recolonization can take several years, even in a small-scale 
baiting area.   
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We aimed to map the probability of Schistosoma hae-
matobium infection being >50%, a threshold for annual 
mass praziquantel distribution. Parasitologic surveys were 
conducted in Burkina Faso, Mali, and Niger, 2004–2006, 
and predictions were made by using Bayesian geostatisti-
cal models. Clusters with >50% probability of having >50% 
prevalence were delineated in each country.

Large-scale control programs for tropical infectious dis-
eases have been initiated in recent years (1,2), after 

renewed commitment by governments and international 
funding agencies to support the control of previously ne-
glected tropical diseases, including parasitic diseases such 
as malaria, schistosomiasis, onchocerciasis, lymphatic 
fi lariasis, and soil-transmitted helminth infections. Schis-
tosomiasis is the second-most important parasitic disease 
throughout the world, with an estimated 207 million per-
sons infected (3).

Success and sustainability of large-scale disease con-
trol programs depend on the allocation of resources where 
they will have maximum benefi t (4). Given that tropical 
infectious diseases, such as schistosomiasis, tend to occur 
in spatially defi ned foci (i.e., clusters or hot spots) (5), ef-
fi cient resource allocation relies on identifying the location 
of high-risk populations. Because disease-endemic coun-
tries do not have sophisticated surveillance systems that 
can accurately delineate disease clusters, alternative meth-

ods such as sample-based spatial prediction need to be ap-
plied to target control programs.

Among the multinational and multi-institutional part-
nerships formed to confront the problem of neglected tropi-
cal diseases is the Schistosomiasis Control Initiative (SCI; 
www.schisto.org), which supports national schistosomiasis 
and soil-transmitted helminth control programs in Burkina 
Faso, Mali, and Niger (and other African countries). Len-
geler et al. (6) describe 2 approaches to targeting interven-
tions: one in which the number of recipient schools or com-
munities is determined by available resources and the other 
in which a prevalence threshold is defi ned above which 
all schools or communities benefi t from the intervention. 
SCI takes the latter approach, delineating areas according 
to the World Health Organization (WHO)–recommended 
threshold prevalence of 50% for annual mass treatment. 
However, even this approach needs to take into account 
factors such as resource availability and decision risk be-
cause uncertainties exist when delineating areas based on 
the selected threshold.

Knowledge of uncertainty regarding the location and 
spatial dimensions of clusters is important because it makes 
possible a prior assessment of the risks and potential conse-
quences associated with different resource allocation strat-
egies. Uncertainties in spatial prediction maps originate 
from factors such as natural random variation and measure-
ment error of the outcome variable and covariates. Bayes-
ian methods are useful because they provide an approach 
for propagating uncertainty (through a prediction model) in 
regards to the spatial predictions. Only recently have prac-
tical applications of Bayesian methods in large-scale tropi-
cal disease control programs been reported (7–9).

The Study
The objective of this study was to produce maps that 

could be integrated into the SCI-supported national inter-
vention strategies and that explicitly represent uncertain-
ties in spatial predictions so that national control managers 
could judge the quality of the evidence upon which the strat-
egies will be based. The SCI-supported programs involve 
mass distribution of praziquantel (for urinary and intestinal 
schistosomiasis) and albendazole (for soil-transmitted hel-
minths). The parasitic infection with the highest prevalence 
is urinary schistosomiasis, caused by fl ukes (Schistosoma 
hematobium), and the programs are planned to control this 
disease (2).

Parasitologic data were collected in coordinated 
school-based fi eld surveys in Burkina Faso, Mali, and Ni-
ger (Figure 1) during 2004–2006 (preintervention) by using 
standardized protocols (available on request). The collated 
dataset covered a spatially contiguous area, ≈2,750 km × 
850 km, and included the infection status of 27,939 school-
age children in 418 randomly selected locations. Infection 
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status was defi ned according to egg count determined by 
microscopic examination of urine samples; >1 S. hemato-
bium eggs indicated infection.

Spatial prediction was based on a logistic regression 
model (Table), constructed by using the software Win-
BUGS, version 1.4.2 (MRC Biostatistics Unit, Cambridge 
and Imperial College, London, UK). The model had infec-
tion status as the binary outcome variable, age and sex of 
the survey participants as individual-level fi xed effects, and 
distance from perennial water body (derived from electron-
ic maps obtained from the Food and Agriculture Organiza-
tion) and land surface temperature (LST; with a quadratic 
term; see Hay et al. [10] for details on how these data were 
derived) as survey location–level fi xed effects. Variable se-
lection methods and the model are presented in the online 
Technical Appendix (available from www.cdc.gov/EID/
content/14/10/1629-Techapp.pdf). The model also includ-
ed a geostatistical random effect for residual spatial cluster-
ing of infection prevalence (11).

A prevalence map for the study area was constructed, 
using the model, by predicting infection prevalence at the 
centroids of cells of a 0.15 × 0.15 decimal degree (≈18 km 
× 18 km) grid. This model was implemented with the spa-
tial.unipred command of WinBUGS (details are provided 
in the online Technical Appendix). Estimates from Bayes-
ian models are distributions (termed posterior distributions) 
that represent the probability of each of a range of plausible 
values being true for the variable being modeled. To quan-
tify the uncertainties surrounding the model predictions, we 
plotted the probability of each prediction location having a 
prevalence >50%, rather than mean predicted prevalence at 
each location. The probabilities were calculated from the 
posterior distributions of predicted prevalence at each loca-
tion (i.e., if 95% of the posterior distribution of predicted 
prevalence was >0.5, the probability of prevalence >50% at 
that location was 95%).

Cross-validation was done by randomly allocating sur-
vey locations to 3 groups and undertaking 3 separate runs 
of the model; 1 of the 3 groups was sequentially omitted, 
and predicted prevalence at the omitted locations was deter-
mined by using the model. Predicted prevalence was com-
pared with observed prevalence, dichotomized, according 
to a 50% observed prevalence threshold. The comparison 
statistic was the area under the curve (AUC) of the receiver 
operating characteristic, and a value of >0.7 was consid-
ered to indicate acceptable predictive ability. An average 
AUC was calculated across the 3 model runs.

In the fi nal model (Table), statistically signifi cant cor-
relations suggested that infection prevalence was higher in 
older boys and increased with proximity to perennial bod-
ies of water, but no association was found between preva-
lence and LST. The range over which spatial correlation 
was >5% (chosen to indicate statistically important spatial 
correlation) was ≈177 km, indicating the approximate ra-
dius of clusters. Results of the validation analysis showed 
an average AUC of 0.86, indicating that the model had an 
acceptable predictive performance.

Bayesian probability maps were produced for each sex 
and age group, but for illustrative purposes we present pre-
dicted probability of prevalence >50% in boys ages 13–16 
years (the group with the highest infection prevalence; Fig-
ure 2). Large clusters of prediction locations with a high 
probability (i.e., >50%; indicative of low uncertainty) of 

Figure 1. Prevalence of infection with Schistosoma hematobium at 
418 survey locations in Burkina Faso, Mali, and Niger, 2004–2006.

Table. Bayesian logistic regression model of prevalence of 
infection with Schistosoma haematobium in children in 418 
schools in Burkina Faso, Mali, and Niger, 2004–2006*  

Posterior distribution 
Variable Mean (95% CrI) SD
Female gender 0.70 (0.65–0.76) 0.03
Age, y 
 9–10  1.16 (1.00–1.33) 0.08
 11–12 1.51 (1.31–1.73) 0.10
 13–16 1.79 (1.53–2.06) 0.14
Distance to perennial water body 0.34 (0.21–0.54) 0.08
Land surface temperature 0.80 (0.51–1.21) 0.18
Land surface temperature2 1.10 (0.85–1.40) 0.14
Rate of decay of spatial correlation 2.03 (1.48–2.74) 0.32
Variance of the spatial random 
effect (sill) 

7.03 (5.36–9.31) 1.01

*CrI, Bayesian credible interval. Values for the fixed effects are odds 
ratios; note the odds ratios for the climate variables are on a common 
scale, where the variables were standardized to have a mean = 0 and SD 
= 1. The reference group for sex was boys and for age was 6–8 y. The 
number of children found to be infected with S. haematobium was 
modeled by using a binomial distribution described by the proportion 
infected and the total number sampled in each survey location. The 
proportion infected was modeled by using logistic regression with an 
intercept, covariates (sex, age, distance to perennial water body, land 
surface temperature, and a quadratic term for land surface temperature), 
and a random effect that described spatial correlation (i.e., clustering). 
Model outputs were distributions (termed posterior distributions) that can 
be summarized by using the mean, SD, and 95% CrI (representing the 
range of values that contains the true value with a probability of 95%). 
More details on the model are presented in the online Technical Appendix 
(available from www.cdc.gov/EID/content/14/10/1629-Techapp.pdf). 
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prevalence being >50% intervention threshold were located 
in a mid-latitudinal band across Mali, running from west-
ern to central regions, and in the Niger River valley region 
of Niger. Smaller clusters were located in various parts of 
southern and eastern Mali, northwestern and northeastern 
Burkina Faso, and south-central Niger.

Conclusions
Future schistosomiasis control plans should acknowl-

edge uncertainties such as those presented in Figure 2. A 
possible approach would be to introduce a second threshold 
for the level of uncertainty that a location is above the inter-
vention prevalence threshold; if the uncertainty is greater 
than this second threshold, then the location is excluded 
until new evidence is obtained that confi rms prevalence is 
above or below the intervention prevalence threshold. This 
second uncertainty threshold should be determined by the 
quantity of resources available for disease control and the 
level of decision risk deemed appropriate.

In addition to providing an evidence base for distrib-
uting resources in 3 West African countries as part of the 
SCI-supported national control programs, the maps pre-
sented here have a potential role in maintaining sustainabil-
ity of schistosomiasis control after SCI support ends (SCI 
is funded through 2009). They can be used as advocacy 
tools for channeling funds to high-risk populations in the 
affected countries and, in the likely event that money for 
schistosomiasis control in these countries becomes more 
limited after SCI support ends, they can be used to ensure 

that scarce governmental resources are distributed as effi -
ciently as possible. National coordinators who might face 
accountability for targeted (i.e., unequal) distribution of 
resources will benefi t from the defendable, scientifi cally 
sound methods presented in this article. By focusing on 
uncertainty in spatial predictions, more fl exible tools for 
disease control can be developed that allow the geographic 
dimensions of control programs to be scaled and modifi ed 
according to available resources and acceptable levels of 
decision risk.
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In 2006, Utah and New Mexico health departments in-
vestigated a multistate cluster of Escherichia coli O157:H7. 
A case–control study of 22 case-patients found that con-
suming bagged spinach was signifi cantly associated with 
illness (p<0.01). The outbreak strain was isolated from 3 
bags of 1 brand of spinach. Nationally, 205 persons were ill 
with the outbreak strain.

On September 13, 2006, health offi cials from several 
states independently notifi ed the Centers for Disease 

Control and Prevention (CDC) about clusters of Escheri-
chia coli O157:H7 infections and a suspected association 
with spinach. E. coli O157:H7 expresses 1 of 2 types of 
Shiga toxin and can cause severe gastrointestinal infections 
and hemolytic uremic syndrome (HUS).

A multistate outbreak investigation, involving 26 
states, was initiated on September 14. The US Food and 
Drug Administration (FDA) and CDC advised consumers 
not to eat bagged spinach (1,2). The Utah (UDOH) and 
New Mexico Departments of Health conducted a case-
control study to characterize the outbreak and a laboratory 
investigation to test spinach eaten by case-patients for con-
tamination. This report focuses on the investigation con-
ducted in the 2 states.

The case defi nition for a laboratory-confi rmed illness 
was culture-confi rmed E. coli O157:H7 infection in a Utah 
or New Mexico resident with illness onset during August 1, 
2006–October 1, 2006, and a pattern of Xba EXHX01.0124 
shown by pulsed-fi eld gel electrophoresis (PFGE). This ur-
gent outbreak investigation did not require institutional re-
view board approval.

The Study
The UDOH Enteric Disease Case Report Form and a 

supplemental CDC questionnaire on spinach consumption 
were administered by local or state public health offi cials to 
all participants by telephone. Information collected includ-
ed date of disease onset, symptoms, treatment, community-
based exposures, and a food-item history. Questions referred 
to the 8–10 days before case-patient symptom onset. Case-
patients were fi rst interviewed 3–23 days after illness onset 
(mean = 11.6 days); follow-up interviews for the question-
naire were completed within 23 days of illness onset.

Two controls per case-patient were matched by sex 
and age group to prevent confounding from potential dif-
ferences in diet (3); age groups were <4 years, 5–12 years, 
13–18 years, 19–64 years, and >65 years. Controls were 
selected by using sequential-digit telephone dialing based 
on the matched case-patient’s telephone number. Controls 
reported no gastrointestinal illness 3 days before and after 
symptom onset date of their matched case-patient. 

Exact matched odds ratios (mOR) and confi dence in-
tervals (CI) were calculated by using conditional logistic 
regression in SAS 9.1 (SAS Institute, Cary, NC, USA). An 
α of 0.05 was used. No statistical analyses were performed 
for the categories “spinach brand” or “location spinach was 
eaten” because of insuffi cient data and inability to generate 
point estimates; we provide only descriptive evaluations of 
these variables. Only persons who indicated defi nite ex-
posure to a single brand of spinach were included in the 
evaluation of brand.

The Utah Public Health Laboratories (UPHL) and 
New Mexico Scientifi c Laboratory Division (NMSLD) 
provided analytic testing services for all clinical and spin-
ach samples. Public health offi cials collected spinach 
samples in their original packaging from confi rmed case-
patients. One spinach sample in New Mexico was frozen; 
all other samples were refrigerated. Modifi ed FDA Bacte-
rial and Analytical Manual methods were used to recover 
E. coli O157:H7 from both clinical and spinach samples 
(4). UPHL used MacConkey broth and NMSLD used Food 
Emergency Response Network (FERN) broth for enrich-
ment instead of Enterohemorrhagic E. coli Enrichment 
Broth; both laboratories used an additional selective media 
(CHROMagar, CHROMagar, Paris, France). 

The presence of O157 and H7 antigens in clinical and 
spinach samples was confi rmed with latex agglutination 
typing. UPHL used ProLexLatex Agglutination System 
(Pro-Lab Diagnostics, Austin, TX, USA); NMSLD used 
Oxoid Dryspot E. coli O157 test kit (Oxoid, Cambridge, 
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UK) and DIFCO H7 antiserum (DIFCO Laboratories, De-
troit, MI, USA). All clinical isolates were tested for Shiga 
toxin genes (stx1 and stx2) by PCR. Clinical and spinach 
isolates were tested for Shiga toxin expression with the Pre-
mier EHEC enzymatic immunoassay Shiga-toxin test kit 
(Meridian Diagnostics, Inc., Cincinnati, OH, USA). PFGE 
was performed on E. coli O157:H7 cultures from clinical 
and spinach samples by using standard CDC PulseNet op-
erating procedures (5). PCR testing reagents and protocols 
were provided through the Laboratory Response Network 
(LRN) and FERN. 

Eighteen cases were confi rmed in Utah and 5 in New 
Mexico. Onset dates ranged from August 22 to September 
11 (Figure). Shiga toxin 2 was detected in stool samples 
from all patients. Demographic, clinical, and food expo-
sure information was available for all patients (Table 1, 2). 
Fifty-seven percent of case-patients were hospitalized, and 
29% experienced HUS (age range 2–60 years). No deaths 
were reported.

Matched analyses were performed on 22 case-patients 
and 44 matched controls. Consumption of bagged spinach 
(mOR = 18.7, 95% CI = 2.8–797.1, p<0.01) was signifi -
cantly associated with case status (Table 2). Food items 
previously implicated as sources of pathogenic E. coli were 
not signifi cantly associated with case status.

No patients, versus 6 controls, reported only eating 
spinach at a restaurant; 16 patients and 10 controls reported 
only eating spinach in a private home (Table 2). Washing 
spinach before eating did not signifi cantly change the odds 
of being a case-patient (Table 2). No study participants re-
ported eating only cooked spinach; therefore, cooking was 
not analyzed. Ten case-patients and 3 controls reported def-
inite exposure to single brands of spinach; only brands A 
and B were reportedly consumed by these patients. Seven 
case-patients and 1 control reported defi nite exposure to 
brand A; 0 case-patients and 2 controls reported defi nite 
exposure to brand B (Table 2).

Seven bags of spinach (5 from Utah, 2 from New 
Mexico) were provided by 7 case-patients. Five bags had 
been opened and their contents partially consumed. E. coli 
O157:H7, matching the national outbreak strain, was de-
tected by PCR and culture in 2 Utah spinach bags and the 
New Mexico unfrozen bag. All 3 were open bags of brand 
A baby spinach. Lot codes were available on 2 bags; both 
were packed on August 15, 2006, at the same plant, on the 
same shift, but on different machines.

The 4 bags from which E. coli O157:H7 was not de-
tected were also brand A baby spinach and were packed 
on August 15, 22, 23, and 28, 2006. Two bags that tested 
negative were eaten by case-patients who reported eating 
from multiple bags before illness onset.

Conclusions
Consumption of fresh brand A spinach was associated 

with E. coli O157:H7 infection with both epidemiologic 
and laboratory data. Washing spinach before consumption 
did not affect odds of being a case-patient. Possible rea-
sons for this include 1) E. coli could be internalized into 
the plant structure by entering through the roots (6), and 2) 
bacteria are more likely to adhere to cut surfaces of leafy 
greens (e.g., prepackaged spinach) (7). That no case-pa-
tients reported only eating spinach in a restaurant suggests 
that the source of the contaminated spinach did not supply 
commercial establishments.

The percentage of case-patients in whom HUS devel-
oped (29%) was high when compared with that in prior E. 
coli O157:H7 outbreaks (15%–20%) (8,9). This fi nding 
is consistent with studies that associate Shiga toxin 2–ex-
pressing E. coli with a higher incidence of HUS (10,11).

Our study was subject to certain limitations. One is 
potential recall bias since controls had a longer time lag 
between consumption and interview and less motivation 
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Table 1. Demographic and clinical information on confirmed 
cases, Escherichia coli O157:H7 spinach-associated outbreak, 
Utah and New Mexico, 2006  
Characteristic No. (%), n = 23
Sex
  M 5 (22)
  F 18 (78)
Age group, y

<4 4 (17)
 5–12 5 (22)
 13–18 1 (4)
 19–64 12 (52)

>65 1 (4)
State of residence
 New Mexico 5 (22)
 Utah 18 (78)
Clinical outcome
 Bloody diarrhea 22 (96)
 Hospitalized 13 (57)
 Hemolytic uremic syndrome 7 (29)

Figure. Epidemic curve by date of onset of confi rmed cases, 
Escherichia coli O157:H7 spinach-associated outbreak, Utah and 
New Mexico, 2006.
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to accurately recall what foods they had eaten. However, 
overestimation of the association between spinach con-
sumption and illness is unlikely because more controls re-
ported having eaten spinach than were previously identifi ed 
in surveys of the general population (12). Analysis of brand 
was limited because of poor recall among all participants. 
The sample size was small, resulting in imprecise effect 
estimates and, in certain cases, an inability to calculate a 
measure of association. Exact ORs were used to partially 
counteract this limitation.

This investigation was conducted in response to a na-
tional outbreak of E. coli O157:H7 infections with match-
ing PFGE patterns among 205 persons in 26 states (13). 
Less than 2 weeks after its initiation, this investigation 
provided laboratory and epidemiologic evidence implicat-
ing spinach. The FDA used these data to focus its fi eld in-
vestigation and interventions and linked the contaminated 
spinach to samples taken from a stream, cattle manure, and 
feces from wild pigs on ranches in Salinas Valley, Califor-
nia (13). In August 2006, FDA launched a lettuce safety 
initiative to address recurring outbreaks of E. coli O157 
infections (14). After this outbreak, the initiative was ex-
panded to include all leafy greens.
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We conducted surveillance for multidrug-resistant Plas-
modium falciparum in Cambodia during 2004–2006 by as-
sessing molecular changes in pfmdr1. The high prevalence 
of isolates with multiple pfmdr1 copies found in western 
Cambodia near the Thai border, where artesunate–mefl o-
quine therapy failures occur, contrasts with isolates from 
eastern Cambodia, where this combination therapy remains 
highly effective.

The Thailand–Cambodia border has been an epicenter 
for drug-resistant Plasmodium falciparum. Recent 

clinical studies indicate that effi cacy of artesunate–mefl o-
quine combination is decreasing on both sides of the bor-
der (1–3). In contrast, P. falciparum in eastern Cambodia 
remains sensitive to mefl oquine and the artesunate–mefl o-
quine combination (4,5). Declining artesunate–mefl oquine 
effi cacy on the Thai border and the geographic variation in 
susceptibility to this combination therapy suggest expanded 
surveillance is needed in Cambodia. An inexpensive meth-
od to help target in vivo monitoring sites is surveillance for 
molecular markers of drug resistance. 

We have previously shown that elevated P. falciparum 
multidrug resistance 1 (pfmdr1) gene copy number is asso-
ciated with an 8-fold risk for artesunate–mefl oquine failure 
in western Cambodia (6). More recently, we conducted a 
molecular surveillance for pfmdr1 mutations to guide the 

selection of sentinel sites for in vivo monitoring of artesu-
nate–mefl oquine resistance.

The Study
Clinical isolates of P. falciparum were collected from 

5 sites across Cambodia (Figure 1): Pailin, Kampong Seila, 
Chumkiri (western), Memut, and Rattanakiri (eastern) dur-
ing 2004–2006. Study participants included patients who 
were seen at health centers with uncomplicated falcipar-
um malaria, including mixed infections. Fifty-six samples 
from patients in Pailin had been previously analyzed (6). 
Institutional review board approvals were obtained from 
the Cambodian National Ethics Committee for Health Re-
search, the US Naval Medical Research Unit No. 2, and the 
University of North Carolina at Chapel Hill (UNC).

Peripheral blood was used to prepare smears and fi lter 
paper blood spots (25 μL, 2 spots) on Whatman 3-mm blot-
ting paper (Whatman International Ltd., Maidstone, Kent, 
UK) from each participant. Blood smears were examined 
to determine parasite density, nonfalciparum species, and 
gametocytes. Enrolled participants completed a question-
naire on demographic information and past medical his-
tory. They received artesunate–mefl oquine in accordance 
with national guidelines for uncomplicated falciparum ma-
laria. DNA was extracted from blood spots by using QI-
Amp Mini kits (QIAGEN, Valencia, CA, USA). pfmdr1 
copy number and single-nucleotide polymorphism assays 
were performed as previously described (6,7), except that 
in pfmdr1 single-nucleotide polymorphism assays the con-
centration of probes was reduced from 250 nM to 125 nM 
and reactions were not duplicated.

Linear regression was used to determine if pfmdr1 
copy number varied by site. pfmdr1 copy number was in-
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Figure 1. Map of Cambodia with locations of surveillance sites and 
proportion of isolates containing 1, 2, or >3 copies of pfmdr1, May 
2004–December 2006. Kg., Kampong.
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verse transformed to meet assumptions of normality and 
homoscedasticity. Backwards elimination based on a p 
value of 0.05 was used to determine the effect of site when 
controlling for confounders. Logistical regression was used 
to confi rm the results of the linear regression analysis by 
using a cutoff of 1.5 copies (8). Logistic regression was 
also used to determine if pfmdr1-184 genotype varied by 
site. Samples with a mixture of 184-phe and 184-tyr were 
coded as 184-phe. All statistical analyses were conducted 
in Stata 8.2 (StataCorp, College Station, TX, USA).

We enrolled 744 study participants with uncompli-
cated P. falciparum malaria. The characteristics of partici-
pants at each site are described in Table 1. pfmdr1 copy 
number was successfully determined for 712 (95.7%) of 
744 samples. When compared with results at UNC, results 
of copy number assays performed by the National Malaria 
Control Program (NMCP) staff in Phnom Penh were slight-
ly lower (mean difference –0.163, 95% confi dence interval 
[CI] –0.277 to –0.049, n = 44), and the 2 groups were in 
100% concordance with distinguishing samples with >2 
pfmdr1 copies.

pfmdr1 copy numbers ranged from 0.6 to 6.3, and 167 
(23.5%) of 712 samples had >1.5 copies. The median and 
distribution of pfmdr1 copy number varied by site and were 
highest in the 3 western Cambodian sites (Figure 2). The 
proportion of samples with >1.5 pfmdr1 copies was greater 
in western than eastern Cambodia (52.7% vs. 6.4%, odds 
ratio [OR] = 16.2, 95% CI 10.3–25.3). The prevalence of 
parasite samples with amplifi ed pfmdr1 varied by site and 
differed in the prevalence of 2 and >3 copies of pfmdr1 
(Figure 1).

The prevalence of pfmdr1-184-Phe varied by site, was 
signifi cantly higher in the West (85.5% vs. 17.1%, OR = 
27.4, 95% CI 18.1–41.4), but was not more prevalent in 
samples with pfmdr1 copy number >1.5 when site was con-
trolled for (OR = 1.5, 95% CI 0.9–28, p = 0.139). pfmdr1 
codons 86, 1034, and 1042 were predominantly wild-type, 
356 (98.6%) of 361, 215 (97.7%) of 220, 347 (95.9%) of 
362, respectively, with little variation between sites (data 

not shown). Most (196 [91.2%] of 215) samples had the 
haplotypes 86-Asn, 1034-Ser, and 1042-Asn.

In univariate and multivariate linear regression mod-
els, site was the strongest predictor of pfmdr1 copy number. 
Chumkiri had the highest pfmdr1 copy number before and 
after clinical correlates were controlled for (Table 2). The 
relationship between copy number and site was retained 
when the analysis was repeated with logistic regression. 
Compared with Rattanakiri, the OR of having a copy num-
ber >1.5 was 32.4 (95% CI 16.4–64.2) for Chumkiri, 7.8 
(95% CI 4.3–13.9) for Pailin, and 0.5 (95% CI 0.2–1.2) for 
Memut when parasitemia and year were controlled for.

Conclusions
We found geographic heterogeneity for 2 pfmdr1 

genetic markers: pfmdr1 184 and pfmdr1 amplifi cation. 
Genotype 184-Phe was associated with pfmdr1 amplifi ca-
tion at the population level but not in individual isolates. 
The basis of this trend is unknown. Pailin, Kampong Seila, 
and Chumkiri in western Cambodia had higher pfmdr1 
copy numbers and higher prevalence of pfmdr1 184-Phe 
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Table 1. Clinical characteristics of study participants at 5 surveillance sites, Cambodia, May 2004–December 2006* 
Characteristic Pailin Kg. Seila† Chumkiri Memut Rattanakiri
Total no. 146 11 116 172 299
Male, no. (%) 98 (67.1) 9 (81.8) 97 (83.6) 62 (36.1) 187 (62.5) 
Adult (>18 y), no. (%) 128 (87.7) 11 (100.0) 109 (94.0) 172 (100.0) 221 (73.9) 
Parasitemia,‡ geometric mean 15,001 5,975 13,503 19,800 22,443
Parasitemia >50,000, no. (%) 47 (32.2) 4 (36.4) 33 (28.7) 68 (39.8) 120 (40.4) 
Gametocytemia, no. (%) 8 (5.5) 1 (9.0) 11 (9.6) 12 (7.0) 8 (2.7) 
Smear-positive malaria in past y, no.  (%) 35 (39.3) 2 (20.0) 25 (61.0) 13 (7.6) 127 (46.7) 
Antimalarial drug taken in past mo, no.  (%) 13 (14.4) 2 (18.2) 20 (17.2) 64 (37.2) 6 (2.0) 
Mixed infection, no.  (%) 6 (4.1) 1 (9.1) 8 (7.0) 3 (1.8) 6 (2.0) 
No. d of illness, median (range) 3 (1–6) 4 (2–6) 6 (1–6) 4 (2–6) 4 (0–6) 
*The missing values by category include parasitemia (n = 4), gametocytemia (n = 4), smear-positive malaria in past year (n = 160), antimalarial drug taken 
in past month (n = 56), mixed infection (n = 4), and no. of d of illness (n = 21). 
†Baseline differences were most likely due to small sample size. 
‡Parasites/ L.
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than Memut and Rattanakiri in eastern Cambodia. An asso-
ciation between these markers and resistance is consistent 
with reports of reduced effi cacy of artesunate–mefl oquine 
in Pailin (79% over 42 days) (2) compared with Memut and 
Rattanakiri, where artesunate–mefl oquine effi cacy remains 
close to 100% (4,5). This fi nding is also consistent with 
the decrease of mefl oquine sensitivity in western Cambodia 
based on in vitro drug susceptibility monitoring conducted 
by the Pasteur Institute of Cambodia from 2001 through 
2007 (9,10; P. Lim, pers. comm.).

Chumkiri was surveyed because local health staff 
observed that falciparum malaria patients treated with 
artesunate–mefl oquine often returned within weeks with 
recurrent fever and parasitemia. The possibility of such 
resistance in this site was particularly alarming because 
it was thought to be confi ned to Thailand–Cambodia bor-
der areas. Chumkiri had not previously been a sentinel site 
for antimalarial effi cacy monitoring by NMCP. On the 
basis of these pfmdr1 data, a clinical trial of artesunate–
mefl oquine was launched in Chumkiri in 2006 (11). Clini-
cal validation of predicted resistance by in vivo studies is 
beyond the scope of this study, although multiple in vitro 
and in vivo studies have consistently shown an association 
of increased pfmdr1 copy number with mefl oquine or arte-
sunate–mefl oquine failure in Southeast Asia (8,10,12–15), 
supporting use of pfmdr1 copy number in routine surveil-
lance and policy formation.

Monitoring changes in antimalarial drug effi cacies is 
essential for guiding treatment policies in an era of mul-
tidrug resistance. However, such studies are resource in-
tensive. In Cambodia, for example, NMCP can conduct in 
vivo studies at only 2–3 sites per year because of limited 
funds and trained staff. Molecular markers can help tar-
get in vivo studies where they are most needed. Molecular 
surveillance is high-throughput and can be performed in a 
central laboratory on dried blood spots. Expanded surveil-
lance allows for molecular mapping and enables a rapid 
containment of resistance foci. pfmdr1 assays are now rou-
tinely performed in Cambodia by NMCP staff. National 
and regional molecular surveillance by malaria-endemic 
countries is a real possibility.
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Decreased 
Tuberculosis 

Incidence and 
Declining Clustered 
Case Rates, Madrid

Jesús Iñigo, Araceli Arce, Elia Palenque, 
Darío García de Viedma, and Fernando Chaves

To determine effect of recent tuberculosis transmission 
rates on incidence rates, we conducted 2 prospective pop-
ulation-based molecular epidemiologic studies in Madrid 
during 1997–1999 (4% immigrants) and 2002–2004 (14.9% 
immigrants). Case rates decreased in association with de-
clining clustered case rates among Spanish-born persons. 
New strains were introduced through immigration.

During the past decade in Madrid, Spain, tuberculosis 
(TB) case rates have decreased substantially while the 

proportion of foreign-born persons with TB has increased 
(2.6% in 1994 to 33.7% in 2003) (1). We used a combi-
nation of genotyping and conventional epidemiologic in-
vestigation to determine the extent to which the decline in 
incidence of TB in Madrid was affected by changes in rate 
of recent transmission of disease.

The Study
We conducted 2 prospective population-based studies 

of TB patients in 3 urban districts of Madrid over 2 separate 
periods: 1997–1999 (population 455,050; 4% immigrants) 
and 2002–2004 (population 488,518; 14.9% immigrants). 
We included all TB patients in these 3 districts and used the 
same methods for both studies. All clinical samples were 
sent to the Microbiology Department of Hospital 12 de Oc-
tubre for TB testing. All patient information was collected 
by using a standardized protocol based on the Regional 
Registry of Tuberculosis Cases in Madrid.

Clinical specimens were processed according to stan-
dard methods. DNA fi ngerprinting was performed by re-
striction fragment length polymorphism (RFLP) analysis 
with the insertion sequence IS6110. Computer-assisted 
analysis was performed by using Bionumerics software 

(Applied Maths, Kortrijk, Belgium). All strains with <6 
copies of IS6110 were spoligotyped. Within each study 
period, cases were considered to be clustered if common 
RFLP patterns containing >6 indistinguishable IS6110 
bands or patterns containing <5 indistinguishable IS6110 
bands and identical spoligotyping patterns were found.

For each period we calculated average annual TB case 
rates and rates of clustered and nonclustered cases. Cen-
sus populations of each district were used as denominators. 
Statistical analyses used Epi Info version 3.3 (Centers for 
Disease Control and Prevention, Atlanta, GA, USA) and 
Epidat (Pan American Health Organization, Washington, 
DC, USA).

Case numbers were 412 during 1997–1999 (average 
incidence 30.2 cases/100,000) and 377 during 2002–2004 
(average incidence 25.7/100,000); p<0.001 (Table 1). The 
150 (19%) foreign-born patients were from 20 different 
countries. Date of arrival in Spain was available for 81 
(54%); 78 (96.3%) had been in Spain <5 years before TB 
diagnosis, and 39 (48.2%) diagnoses were made within the 
fi rst 2 years of residence. Median time from arrival to on-
set of treatment was 30.1 months (25th–75th percentiles 
8.0–50.7).

In the fi rst period, 328 cases (79.6%) were confi rmed 
by isolation of Mycobacterium tuberculosis. RFLP analysis 
was performed on 212 isolates (64.6% of culture-positive 
cases and 51.4% of TB cases), and 95 of the 212 isolates 
(44.8%) shared an RFLP pattern with at least 1 other case 
and could be grouped into clusters. Risk factors associated 
with clustering were age <35 years (odds ratio [OR] 3.3, 
95% confi dence interval [CI] 95% 1.8–6.1; p<0.001), injec-
tion drug use (OR 2.1, CI 95% 1.0–4.6; p = 0.04), and pre-
vious imprisonment (OR 3.1, CI 95% 1.4–7.3; p = 0.004) 
(2). In the second period, 291 cases (77.2%) were con-
fi rmed by isolation of M. tuberculosis. RFLP analysis was 
performed on 201 isolates (69.1% of culture positive-cases 
and 53.3% of TB cases), and 64 of the 201 patients (31.8%) 
were clustered, the only statistically signifi cant risk factor 
for which was birth in Spain (OR 2.2, CI 95% 1.1–4.6; 
p = 0.027). Contact investigation was performed for 56% 
and 70% during each period, respectively (p = 0.01). No 
statistically signifi cant differences were found between the 
groups of patients whose isolates were and were not avail-
able for molecular typing in each period, except during the 
fi rst period a greater proportion of pulmonary rather than 
extrapulmonary isolates was available for fi ngerprinting 
(84.4% vs. 71.6%, p<0.05).

Comparison between the 2 study periods showed that 
the decline in overall case rate was associated with a de-
crease in the rate of clustered cases from 7.0/100,000 to 
4.4/100,000 (p<0.001) (Table 2). The nonclustered case 
rates did not statistically differ between the 2 periods 
(p = 0.45). Overall incidence of TB among the Spanish-born 
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population decreased from 29.9/100,000 to 20.0/100,000 
(p<0.001), among clustered (p<0.001) and nonclustered 
cases (p = 0.04). Despite no signifi cant change in the over-
all case rate among the foreign-born population (40.0 vs. 
58.7/100,000, p = 0.12), the rate of nonclustered cases in-
creased signifi cantly between the 2 periods (p = 0.02).

Conclusions
Our data show a signifi cant decrease in the incidence 

of clustered TB cases from 1997–1999 to 2002–2004. 
Clustering in urban areas can be used as a surrogate mea-
sure for recent transmission (3,4). This reduction has had 
an important epidemiologic effect on the overall TB case 
rate in Madrid. Among Spanish-born persons, the inci-
dence of clustered and nonclustered cases declined signifi -
cantly, refl ecting a signifi cant decrease in case rate. How-
ever, among foreign-born persons, overall TB incidence 
increased between the 2 study periods; rate of nonclustered 
cases increased signifi cantly, as did rate of clustered cas-
es, although less dramatically. Both changes are affecting 
overall incidence of TB in this population.

The relative rates of recent transmission and reacti-
vation of disease have major implications for TB control. 
Studies in other cities with similar overall case rates have 
demonstrated that decreasing the incidence of TB is pos-
sible if recent transmission is adequately controlled. After 
implementation of measures to control recent transmission 
in San Francisco, TB case rate declined from 46.0/100,000 
in 1991 to 29.8/100,000 in 1997 (5). Similarly, in New 
York the number of TB cases declined by 65% from 1992 
to 2000 after strict measures to identify and treat active cas-
es were introduced (6). In contrast, other studies have dem-

onstrated declining rates of disease caused predominantly 
by reactivation of past infections (3,7).

Another study in San Francisco (4) showed that the 
intensifi cation of control measures decreased the overall 
incidence of TB by reducing number of clustered cases, 
which plateaued at 3 clustered cases/100,000. In our study, 
the rate of clustered TB cases decreased signifi cantly be-
tween the 2 study periods, from 7.0 to 4.4 cases/100,000. 
We believe that directing control measures toward specifi c 
demographic subgroups remains an opportunity for reduc-
ing the rate of TB transmission in Madrid.

Overall rate of nonclustered cases did not change over 
the length of the study; in fact, this rate increased among 
foreign-born persons, most of whom were <35 years of age. 
Although we may be underestimating the percentage of for-
eign-born persons involved in recent transmission (because 
of the diffi culty in surveying this highly mobile population), 
most cases in persons from countries of origin with high TB 
endemicity are likely to have been caused by reactivation of 
TB. As a consequence, greater effort is required to identify 
and treat latent TB infection in immigrant communities.

In conclusion, incidence of TB in Madrid decreased 
from 1997 through 2004, predominantly as a result of de-
clining rates of recent transmission among the native Span-
ish-born population. The reduced incidence of clustered 
cases coincided with an increased number of TB cases 
among foreigners and likely indicates introduction of new 
strains of M. tuberculosis into the community. To further 
control TB, recent transmission of TB must be reduced by 
intensifying measures to identify contacts. In addition, a 
strategy is needed for screening for TB infection and case 
fi nding among foreign-born persons when they fi rst con-
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Table 1. Characteristics of tuberculosis patients during 2 periods in 3 urban districts of Madrid, Spain 
Years 

Characteristic 1997–1999, no. (%), n = 412 2002–2004, no. (%), n = 377 p value 
Gender 
 Male 281(68.2) 244 (64.7) 
 Female 131 (31.8) 133 (35.3) 0.33
Age group, y* 
 <35 178 (43.2) 159 (42.2) 
 35–64 151 (36.7) 133 (35.3) 

65 78 (18.9) 84 (22.3) 0.55
Foreign-born 
 Yes 22 (5.3) 128 (34.0) 
 No 390 (94.7) 249 (66.0) <0.001
HIV status 
 Positive 106 (25.7) 46 (12.2) <0.001
 Negative or unknown 306 (74.3) 331 (87.8) 
Injection drug use 
 Yes 81(19.7) 33 (8.8) <0.001
 No or unknown 331 (80.3) 344 (91.2) 
Localization of tuberculosis 
 Pulmonary 292 (70.9) 275 (72.9) 0.57
 Extrapulmonary or unknown 120 (29.1) 102 (27.1) 
*Age unknown for 5 patients in 1997–1999 and 1 patient in 2002–2004. 



Decreased TB Incidence, Madrid

tact the health system in Spain. Findings such as these from 
similar long-term, population-based molecular epidemio-
logic studies can be a powerful tool for continued improve-
ment of TB control programs.
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Table 2. Overall and clustered tuberculosis case rates during 2 periods in 3 urban districts of Madrid, Spain* 
Case rate/100,000 persons† 

Characteristic Overall p value Clustered p value Nonclustered p value 
All cases 
 Period 1 30.2 <0.001 7.0 <0.001 8.6 0.45
 Period 2 25.7 4.4 9.3
Gender 
 Male 
  Period 1 43.5 0.01 9.4 0.08 11.9 0.91
  Period 2 34.8 6.6 12.0
 Female 
  Period 1 18.4 0.70 4.8 0.02 5.6 0.26
  Period 2 17.4 2.4 6.9
Age, y 
 <35 
  Period 1 28.4 0.25 8.4 0.03 5.4 0.007
  Period 2 24.9 5.2 9.4
 35–64 
  Period 1 30.2 0.11 5.6 0.41 10.5 0.28
  Period 2 24.8 4.3 8.2
 >64 y 
  Period 1 32.4 0.52 4.6 0.16 12.5 0.81
  Period 2 28.9 2.8 11.4
Nationality 
 Spanish-born 
  Period 1 29.9 <0.001 7.2 <0.001 8.6 0.04
  Period 2 20.0 3.9 6.3
 Foreign-born 
  Period 1 40.0 0.12 1.8 0.23 9.1 0.02
  Period 2 58.7 7.3 26.6
*Period 1, 1997–1999; period 2, 2002–2004. All rates (overall, clustered, and nonclustered) refer to average incidence rates/100,000 persons during per 
the 3-year study period. 
†Overall rates refer to all tuberculosis cases. Clustered and nonclustered case rates were calculated only in cases with restriction fragment length 
polymorphism analysis. 
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Water birds are considered the reservoir for avian in-
fl uenza viruses. We examined this assumption by sampling 
and real-time reverse transcription–PCR testing of 939 
Asian land birds of 153 species. Infl uenza A infection was 
found, particularly among migratory species. Surveillance 
programs for monitoring spread of these viruses need to be 
redesigned.

Avian infl uenza virus ecology has long regarded water-
birds as a primary reservoir. Although the benchmark 

study detailed prevalences across all taxa (1), subsequent 
studies have focused exclusively on waterbirds (2) with few 
exceptions (3,4). We reexamined these assumptions on the 
basis of a broad sampling of bird diversity in Southeast Asia, 
where bird-borne infl uenza viruses are of particular concern 
(5). We sampled and tested diverse land birds for infl uenza 
A virus infection and showed that land birds also harbor in-
fections with these viruses. Birds in these taxa are not irrel-
evant in virus transmission and should form an integral part 
of avian infl uenza surveillance and monitoring programs.

The Study
During 2004–2007, as part of a broader biodiversity 

survey and inventory program, we sampled birds from 
mostly forested sites in Guangxi and Guizhou Provinces 
in the southern part of the People’s Republic of China 
(Figure). Sampling was conducted by mist netting and se-
lective harvesting with shotguns; all birds in the study were 
apparently healthy and behaving normally at the time of 
collection. Because initial sampling was focused on endo-
parasite communities, samples from 2004–2005 consisted 
of complete gastrointestinal tracts frozen in liquid nitrogen. 
In 2006–2007, sampling was conducted specifi cally for vi-
ruses. Cloacal swabs were collected in 2006 and buccal–
cloacal swabs were collected in 2007. All swabs were pre-
served in 95% ethanol.

A total of 184 samples were collected from Jing Xi 
municipality in Guangxi (21.122°N, 105.964°E) in 2004, 
130 from Shiwandashan Nature Reserve in Guangxi 
(21.840°N, 107.880°E) in 2005, 103 from Dashahe Nature 
Reserve in Guizhou (29.167°N, 107.575°E) in 2006, 194 
from Kuan Kuoshui Nature Reserve in Guizhou (28.226°N, 
107.160°E) in 2006, and 328 from Shuipu village, Guizhou 
Province (25.485°N, 107.882°E) in 2007 (Figure). Samples 
were tested for infl uenza A virus by real-time reverse tran-
scription–PCR (6) in 2 diagnostic laboratories (Southeast 
Poultry Research Laboratory, US Department of Agricul-
ture, Athens, GA, USA, and National Wildlife Health Cen-
ter, US Geological Survey, Madison, WI, USA).

Of 939 samples tested, 24 were positive for infl uenza 
A viruses (prevalence 2.3%, Table; complete summary 
in online Appendix Table, available from www.cdc.gov/
content/14/10/1544-appT.htm). If migratory behavior (spe-
cies classifi ed as migratory or nonmigratory on the basis 
of descriptions by MacKinnon and Phillipps [7]), was con-
sidered, 11 (4.8%) of 231 samples from species showing 
marked seasonal migrations were infl uenza positive. How-
ever, only 13 (1.8%) of 708 samples from nonmigratory 
species were positive. The cumulative binomial probability 
that such a high number (11) of positive samples would 
result among the 231 migratory-species samples, were the 
true prevalence to be 1.8%, is low (p = 0.0013). Thus, mi-
gratory species appear to have higher infl uenza infection 
rates. In terms of general habitat use (7), open-country spe-
cies were slightly more prone to be infl uenza positive (8 
[2.9%] of 274 samples) than forest species (16 [2.4%] of 
665 samples), but the difference was not signifi cant (cumu-
lative binomial probability, p>0.05). Interactions between 
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Figure. Southeastern Asia, showing 5 sites in the People’s Republic 
of China where land birds were collected and tested for infl uenza 
A virus. Prevalence values were 4% (n = 103) in Dashahe in 2006; 
6% (n = 194) in Kuan Kuoshui in 2006; 0.3% (n = 328) in Shuipu 
in 2007; 3% (n = 184) in Jing Xi, in 2004; and 0% (n = 130) in 
Shiwandashan in 2005.
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migratory behavior and habitat use were not signifi cant 
(contingency test, p>0.05). Although all infections detected 
were among songbirds (Passeriformes), the sampling also 
concentrated on songbirds (94.3%). Thus, we could not test 
adequately the hypothesis that infl uenza prevalence was 
equivalent between songbirds and other birds.

An obvious question is whether the infl uenza A vi-
ruses we detected belong to the highly pathogenic subtype 
H5N1 strain currently circulating across much of Asia. All 
samples were negative for the H5 subtype by real-time re-
verse transcription–PCR (6), although this result does not 
exclude the possibility that H5 viruses were among the pos-
itive samples. The preservation status of samples we tested 
prevented virus isolation or full, strain-level characteriza-
tion of infl uenza viruses.

Conclusions
The subtype H5N1 strain of infl uenza virus has spread 

rapidly and has been detected across much of central and 
southern Eurasia. Although movements of wild birds have 
been implicated in this spread (8), other studies question 

(9,10) or contradict (11) this idea. An important part of the 
argument centers on the question of the occurrence of the 
virus in wild birds without obvious illness, which can be 
diffi cult to interpret given the low prevalence of infl uenza. 
For instance, a recent study based on sampling >13,000 mi-
gratory birds in China detected the subtype H5N1 strain 
of infl uenza virus only 8 times (12), and similar results 
have been obtained elsewhere (2). Our study, although not 
successful in characterizing infl uenza viruses to specifi c 
strains, nonetheless shows that infl uenza A virus infection 
occurs in more bird species than previously assumed and 
that infl uenza A infections can be found in birds that be-
have normally and show no sign of illness.

Although a review of avian infl uenza virus ecology 
(1) discussed the occurrence of infl uenza viruses across all 
groups of birds (and other vertebrates), subsequent stud-
ies have assumed that waterbirds are the primary reservoir 
(8,13,14). In this study, a broad sample of land birds yield-
ed frequent infl uenza-positive results. Although waterbirds 
could have higher prevalences, we have demonstrated 
broad occurrence of infl uenza viruses in diverse taxa of 
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Table. Prevalence of influenza A virus in avian orders and families at 5 sites, People’s Republic of China 
Location, no. positive/no. tested 

Order Family Dashahe Jing Xi Kuan Kuoshui Shiwandashan Shuipu
Apodiformes Apodidae 0/4
Caprimulgiformes Caprimulgidae 0/2 0/1
Charadriiformes Scolopacidae 0/1
Ciconiiformes Ardeidae 0/1 0/1
Columbiformes Columbidae 0/1 0/1 0/1 0/1
Coraciiformes Alcedinidae 0/1 0/1 0/4
Cuculiformes Cuculidae 0/1 0/1
Gruiformes Rallidae 0/1
Passeriformes Aegithalidae 0/3 0/11

Aegithinidae 0/1 0/2
Campephagidae 0/1 0/4 0/1 0/8 0/4

Cinclidae 0/5
Corvidae 0/2 0/1 0/3
Dicaeidae 0/6
Dicruridae 0/8 0/1

Emberizidae 0/10 3/18 0/20
Estrildidae 0/13
Fringillidae 0/1 0/6

Hirundinidae 0/3
Laniidae 0/1

Monarchidae 0/6 0/8
Motacillidae 0/3 1/4 0/1 0/12

Muscicapidae 2/18 2/42 1/26 0/31 1/55
Nectariniidae 0/1 0/7 0/2

Panuridae 0/2 0/1 0/11 0/6
Paridae 0/2 0/1 1/20 0/10

Passeridae 1/1 1/1 0/11
Pycnonotidae 0/9 0/8 0/4 0/18 0/47

Sturnidae 0/1
Sylviidae 1/20 1/34 2/21 0/13 1/20

Timaliidae 0/20 1/64 3/76 0/25 1/76
Turdidae 0/2

Zosteropidae 1/1 0/1 0/11
Piciformes Capitonidae 0/1

Picidae 0/1 0/5 0/6 0/4 0/11
Podicipediformes Podicipedidae 0/1
Trogoniformes Trogonidae 0/1



Passeriformes (songbirds) in Southeast Asia. This result 
suggests that land birds may also be a major reservoir of 
infl uenza viruses.

We have taken a step toward a more complete under-
standing of infl uenza virus ecology among wild birds. Our 
partial survey of infl uenza virus distributions across the 
rich avifaunas of the southern region of China demonstrat-
ed frequent infections. This result contrasts with the current 
dogma in the infl uenza surveillance community. We sug-
gest that to be effective future surveillance efforts will need 
to include the full diversity of wild birds.
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Clinical features and molecular characterization of 109 
group B streptococci causing neonatal invasive infections 
were determined over an 18-month period in France. Sixty-
four percent of the strains were from late-onset infections, 
and 75% were capsular type III. The hypervirulent clone ST-
17 was recovered in 80% of meningitis cases.

Group B Streptococcus (GBS) is the leading cause of in-
fectious illness among newborns. Invasive infections in 

neonates can result in pneumonia, sepsis, or meningitis. Ear-
ly-onset disease (EOD) occurs within the fi rst week. Late-
onset disease (LOD) occurs after the fi rst week and accounts 
for most meningitis cases and deaths (1). Because recom-
mendations for intrapartum antibioprophylaxis (IAP) for 
mothers in labor at risk for GBS infection have been widely 
implemented in many countries, the incidence of EOD has 
declined to <1/1,000 births, but the incidence of LOD has re-
mained unchanged (2). To date, 10 capsular serotypes have 
been described (Ia, Ib, and II–IX). Among these, serotype 
III is of particular importance because it is responsible for a 
substantial proportion of EOD and most cases of LOD (3–8). 
Different studies have suggested that most neonatal invasive 
diseases and almost all cases of meningitis are caused by a 
limited number of strains belonging to a homogeneous sero-
type III clone. This clone is defi ned by multilocus sequence 
typing (MLST) analyses as ST-17, the so-called highly 
virulent clone (4–8). However, data available in Europe are 
limited regarding the distribution of GBS genotypes among 
invasive isolates recovered from neonates. 

We describe clinical characteristics, capsular type, and 
MLST allelic and antimicrobial drug-susceptibility profi les 
of 109 nonredundant GBS isolates that caused neonatal in-
vasive infections. These isolates were collected during an 
active surveillance performed in France from May 2006 
through December 2007.

The Study
Clinical data on 109 infants up to 4 months of age 

were analyzed. Sepsis was defi ned as GBS bacteremia in 
the presence of consistent clinical signs and symptoms. 
Meningitis was diagnosed if GBS was recovered from ce-
rebrospinal fl uid. GBS isolates were identifi ed by using a 
commercial Lancefi eld group–specifi c latex agglutination 
test. Capsular typing was performed by a multiplex PCR 
as described (9), and the hypervirulent ST-17 clone was 
detected by real-time PCR, as reported (6). Susceptibility 
testing, antibiograms, and MICs were performed accord-
ing to Clinical and Laboratory Standards Institute recom-
mendations (www.clsi.org). Antimicrobial drug–resistance 
genes were detected by using the multiplex PCR as de-
scribed (10). Statistical analysis was performed according 
to the Fisher exact and χ2 tests. A p value of <0.05 was used 
as the threshold for statistical signifi cance.

We studied 109 GBS strains responsible for neona-
tal invasive infections; 36% (n = 39) and 64% (n = 70) 
were responsible for EOD and LOD, respectively (Table). 
Eighty percent of EOD cases occurred during the fi rst 
24 hours after birth, with a male:female ratio of 0.9; 72% 
were associated with sepsis, and 28% with meningitis. Ma-
ternal cultures obtained in the last 6 weeks before delivery 
were available for 64% of the cases. Positive GBS cultures 
were detected in only 11% of the cases. One death associ-
ated with meningitis occurred in an infant with EOD. A cap-
sular serotype was assigned to all isolates with a distribution 
as follows: types III (61.5%) and Ia (28.2%) were predomi-
nant compared to types Ib (5.1%), II (2.5%), and V (2.5%) 
(Table). Capsular types IV, and VI–IX were not found. EOD 
meningitis GBS strains were of type III in 81.8% of isolates, 
and all these strains were ST-17 positive.

LOD had a male:female ratio of 1.15, and 82.6% of 
cases occurred during the fi rst 8 weeks of life, with a peak 
(63%) at 4–8 weeks (data not shown). Sepsis occurred in 
27.1% of LOD cases and meningitis in 65.7%. In 5 cases 
of LOD, less frequent manifestations were observed: sepsis 
was associated with parotitis (2 cases), osteomyelitis (1), 
spondylodiscitis (1), and orchitis (1). Three cases (4.5%) of 
recurrent invasive infections were reported. For 2 of these 3 
cases, the fi rst episode was early meningitis with a relapse 
of meningitis 2–3 weeks later, despite correct antimicrobial 
drug treatment. The third case was a late-onset sepsis that 
relapsed as a sepsis after the infant had received 3 weeks 
of amoxicillin. None of these infants was fed breast milk, 
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which ruled out the possibility of contamination by this 
route. The death rate for LOD was 14.5%; 90% of deaths 
were associated with meningitis. Capsular type distribution 
of GBS LOD isolates was as follows: type III was large-
ly predominant (83%) compared with types Ia (7.4%), Ib 
(4.5%), and V (1.5%) (Table). Among strains responsible 
for meningitis, 87% were of type III and almost all (92.5%) 
belonged to the hypervirulent ST-17 clone.

All 109 GBS strains tested were susceptible to penicil-
lin (MIC90 0.016 mg/L), amoxicillin (MIC90 0.016 mg/L), 
cefotaxim (MIC90 0.016 μg/mL), imipenem (MIC90 0.032 
μg/mL), rifampin (MIC90 0.032 μg/mL), vancomycin 
(MIC90 0.75 μg/mL), and displayed low-level resistance to 
gentamicin (MIC90 8 μg/mL). Also, 95.5% were resistant 
to tetracycline because of the presence of tet(M) associ-
ated with tet(O) or tet(L) in 3 and 1 strains, respectively. 
Resistance to erythromycin was detected in 13.8% of the 
isolates and was not correlated with the capsular type or 
the onset of disease. Erythromycin resistance was caused 
by the presence of mef(A) (46.6%), erm(A) (26.6%), or 
erm(B) (20%). 

Conclusions
In France, screening of pregnant women for GBS colo-

nization and IAP for women detected positive was imple-
mented in 2001 but, despite these recommendations, EOD 
continues to occur (11). In this report, 36% of cases were 
EOD. For 71% of EOD cases, maternal vaginal screening 
before delivery had not been conducted or was negative 
for GBS, thus likely explaining the persistence of EOD, 
as already suggested by others (12,13). In our study, LOD 
represents the majority of cases (64%), which is consistent 
with fi ndings in countries where a screening approach, to-
gether with IAP, was adopted (2,11,13).

Clinical symptoms were signifi cantly associated with 
the time of infection onset: EOD was mostly associated 
with sepsis (72%), whereas LOD was more frequently re-
sponsible for meningitis (65.7%) (p<0.01). Deaths, all as-
sociated with meningitis, were higher in LOD (14.5%) than 
in EOD cases (2.5%).

The predominance of capsular type III among in-
fants with meningitis is well-known (3,5–8,14,15). In our 

study, type III accounted for 83% of LOD and was sig-
nifi cantly associated with meningitis (85.9%; p<0.01) in 
both EOD and LOD. Moreover, the hypervirulent clone 
ST-17 was signifi cantly predominant among LOD cases 
(75%; p<0.03) and accounted for 93% of GBS type III 
strains responsible for meningitis. This overrepresenta-
tion of ST-17 among invasive neonatal strains is now well 
recognized worldwide and highlights the fact that this 
clone is well adapted to neonate pathogenesis and may 
possesses specifi c virulence traits that enhance its inva-
siveness in this population (5–8,14,15). Early detection of 
this clone among colonizing strains in pregnant women or 
in neonates at delivery may therefore constitute the basis 
for developing new prevention strategies. An attractive 
alternative to IAP is vaccinating young women to subse-
quently protect neonates against GBS infections. Conju-
gate vaccines composed of capsular polysaccharides and 
tetanus toxoid have already been evaluated (1). Recent 
studies have suggested that protein antigens induce pro-
tective immunity in animal models, and surface proteins 
common to many strains would have a potential role in 
vaccine development (1). For this reason immunogenic 
antigens specifi c to the ST-17 clone should be considered 
in designs of future vaccine. 

Acknowledgments
We thank all the correspondents of the French National Cen-

tre for Streptococci for clinical data and strains and A. Gruss for 
critical reading of the manuscript.

This study was supported by grants from Institut de Veille 
Sanitaire, INSERM, and University Paris Descartes. 

Dr Poyart heads the French National Centre for Streptococci. 
Her primary research interests focus on epidemiology and patho-
genicity of GBS, and development of molecular assays for rapid 
identifi cation and genotyping of GBS and other streptococci.

References

  1.  Johri AK, Paoletti LC, Glaser P, Dua M, Sharma PK, Grandi G, et al. 
Group B Streptococcus: global incidence and vaccine development. 
Nat Rev Microbiol. 2006;4:932–42. DOI: 10.1038/nrmicro1552

DISPATCHES

1648 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008

Table. Characterization of the 109 GBS strains isolated from neonatal invasive infections, France, 2006–2007* 
CPS (no. isolates) 

Origin of strains (no. isolates) Ia (16) Ib (7) II (1) III (82) V (3) ST-17 (75) 
EOD <7 d (39) 
 Sepsis (28) 9 2 1 15 1 13
 Meningitis (11) 2 0 0 9 0 9
LOD >7 d (70) 
 Sepsis (19) 2 1 0 15 1 13
 Meningitis (46) 3 3 0 40 0 37
 Other† (5) 0 1 0 3 1 3
*GBS, group B Streptococcus; CPS, capsular serotype; EOD, early-onset disease; LOD, late-onset disease. 
†Sepsis was associated with 2 cases of parotitis, 1 case of osteomyelitis, 1 of spondylodiscitis, and 1 of orchitis. 
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Owner Valuation of 
Rabies Vaccination 

of Dogs, Chad
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We estimated the association between amount charged 
and probability that dog owners in N’Djaména, Chad, would 
have their dogs vaccinated against rabies. Owners would 
pay ≈400–700 CFA francs (US $0.78–$1.36)/animal. To 
vaccinate >70% of dogs, and thus interrupt rabies trans-
mission, health offi cials should substantially subsidize these 
vaccinations.

Canine rabies globally causes an estimated 55,000 hu-
man deaths each year; 23,750 (≈43%) of which occur in 
Africa (1). To eliminate rabies virus in dog populations, 
and thus reduce the risk for human rabies, the World Health 
Organization (WHO) recommends dog rabies vaccination 
coverage of 70% (2). However, in most sub-Saharan coun-
tries, per capita expenditures on human health care are 
typically <$50/year (3), which makes securing funding to 
achieve the WHO target for dog vaccination challenging.

One way to fund dog rabies vaccination programs is to 
charge owners a fee for each dog vaccinated. However, the 
higher the fee, the lower the compliance is likely to be. To 
estimate the association between the amount charged to dog 
owners and the probability of vaccination (i.e., vaccination 
coverage), we collected data from 3 observational studies 
(2001, 2002, 2006) and 1 survey of dog owners (2006) (4,7; 
Table). We then estimated the maximum amount that could 
be charged to owners (cost recovery) and still achieve a 
minimum of 70% of dogs vaccinated.

The Study
We used data collected in the capital of Chad, 

N’Djaména, which in 2001 had a human population of 
≈776,000 and a dog population of ≈23,600 (4). Dog rabies 
is endemic to Chad; before the vaccination campaigns, the 
prevalence of dog rabies was ≈1.4–1.7 cases/1,000 unvac-
cinated dogs (5,6).

We obtained direct observations of the association 
between compliance (i.e., percentage of dogs vaccinated) 
and amount charged to owners from 2 pilot dog vaccination 

campaigns held in N’Djaména in 2002 and 2006 (7; unpub. 
data). Both campaigns followed similar protocols. Each 
campaign covered the same 3 city quarters, which had high-
density dog populations (4). Only owned animals were vac-
cinated, but owned dogs comprise 90%–99% of all dogs in 
N’Djaména (7). Owners brought their animals (dogs, cats, 
monkeys) to 1 of 10 vaccination sites. In the 2002 cam-
paign, vaccinations were free to owners (7); in the 2006 
campaign, owners were charged 2,000 CFA francs (US 
$3.88)/animal vaccinated (unpub. data). (Exchange rate US 
$1 = 515.71 CFA francs as of February 2007; www.oanda.
com/convert/classic) For each campaign, the percentage of 
dogs vaccinated was estimated by using a capture–recap-
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Table. Characteristics of 356 persons interviewed and their 
households, N’Djaména, Chad, 2006 
Characteristic No. (%) 
No. persons/household 
 1–10 230 (65) 
 11–20 107 (30) 
 21–30 10 (3) 
 30–35 1 (0) 
 Unknown 8 (2) 
Gender of persons interviewed* 
 Female 165 (46) 
 Male  190 (53) 
 Unknown 1 (1) 
No. animals/household 
 Dogs 
  0 7 (2) 
  1 278 (78) 
  2 65 (18) 
  3 6 (2) 
 Cats 
  0 341 (96) 
  1 14 (4) 
  2 1 (0) 
 Monkeys 
  0 346 (97) 
  1 10 (3) 
Age of animals, y 
 <1 101 (22) 
 1–<3 155 (34) 
 3–<6 134 (30) 

>6 48 (11)
 Unknown 12 (3)
 Average  3.37
Sex of animals 
 Male 346 (77) 
 Female 101 (22) 
 Unknown 3 (1) 
Animals vaccinated >1 time
 Yes 314 (70) 
 Within past year† 197 (44) 
 Vaccinated during a campaign 121 (27) 
 No 132 (29) 
 Unknown 4 (1) 
*Mean age of persons interviewed 33.7 y (range 13–80 y). 
†Confirmed by inspection of certificate of vaccination. 
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ture method (7; unpub. data). For the 2002 free-to-owners 
campaign, 71%–87% (95% confi dence interval [CI] 64%–
89%; mean 79%) of all dogs (owned and unowned) were 
vaccinated in 2 of the zones (1 zone per quarter) included 
in the campaign (7). For the 2006 campaign, in which own-
ers were charged, the mean vaccination coverage among all 
dogs was estimated at 24% (95% CI 0.13%–24.82%) (un-
pub. data). Vaccination rates for owned dogs averaged only 
78% and 25% in the 2002 and 2006 campaigns, respec-
tively (7; unpub. data). For this study, we used the latter 
estimates because we were interested in measuring owner 
compliance to charges for dog vaccination.

Additional observational data were obtained from a 
household survey conducted in 2001 (4), which recorded 
that 19% of owned dogs were vaccinated against rabies. 
Such vaccinations would have been given at private clinics 
(i.e., without a campaign). The charge for such vaccinations 
at the urban government-run veterinary clinic and the 3 pri-
vate veterinary practices of N’Djaména was 3,000–5,000 
CFA francs (US $5.82–$9.69). We used the midpoint of 
such charges (i.e., 4,000 CFA francs). We did not infl ate 
the 2001 charges because we encountered problems identi-
fying an appropriate conversion factor that considered vet-
erinary medical services.

During the 2006 campaign we surveyed dog owners 
by using a short questionnaire (online Technical Appendix, 
available from www.cdc.gov/EID/content/13/10/1650-
Techapp.pdf). The survey was conducted in the vaccina-
tion zones; households (containing at least 1 animal) were 
chosen randomly. The questions (written in French) were 
translated, when needed, into local languages by 4 inter-
viewers. One question asked owners how much they were 
willing to pay for the vaccination of their animals.

We graphed the 3 observational data points (assum-
ing a straight-line interpolation between points) and the re-
verse cumulative probability of the owner-stated amounts 
that they would be willing to pay for their animal to be 
vaccinated against rabies (Figure). An initial statistical (re-
gression) analysis of the relationship between the amounts 
that owners said they would pay and the variables collected 
during the survey (Table) provided an adjusted r2 value of 
0.07 (data not shown). We did not perform additional sta-
tistical analyses.

Interviewed households provided 356 questionnaires 
from which we estimated owner-stated willingness-to-pay 
for pet vaccination and calculated the resultant reverse 
cumulative probability of having their animal vaccinated. 
When asked how much they would be willing to pay, 5 
(1%) owners stated that they were against vaccination. 
We interpreted that response to indicate that such owners 
would, essentially, have to be paid to have their animals 
vaccinated.

When the proposed cost of vaccination was <1,500 
CFA francs/animal vaccinated, owners were more likely to 
state that they would pay to have their pet vaccinated than 
they were to actually do it. The stated values and observed 
values were closest at 2,000 CFA francs (≈25% prob-
ability of animal being vaccinated) (Figure). This fi nding 
was probably because the questionnaire was administered 
immediately after the campaign in which owners were 
charged 2,000 CFA francs/animal vaccinated. For >2,000 
CFA francs, the observed values indicated that compliance 
would be greater than that stated by owners’ responses to 
the willingness-to-pay question. The Figure shows that to 
achieve a minimum of 70% of owned animals vaccinated, 
the maximum amount that could be charged would be ≈400 
CFA francs (US $0.78) (observed values) to ≈700 CFA 
francs (US $1.36) (owner-stated values). Because the data 
shown in the Figure refl ect owned animals only, to get vac-
cination coverage up to 70% of all animals (owned and 
stray), vaccination rates among owned animals would have 
to be >70%. To attain these higher rates, charges would 
have to be even lower than 400–700 CFA francs.

Conclusions
Few studies have compared what members of the gen-

eral public state they are willing to pay for a public health 
intervention with their actual observed behavior (8). Direct 

 Emerging Infectious Diseases • www.cdc.gov/eid • Vol. 14, No. 10, October 2008 1651 

79 0
23 2011.417
19 4000

0

10

20

30

40

50

60

70

80

90

100

0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000 5,500

    Price of vaccination charged to owners, CFA francs

 P
ro

ba
bi

lit
y 

of
 v

ac
ci

na
tio

n,
 %

Stated values

Observed valuesA

B
C

Figure. Average probability of having a dog vaccinated against 
rabies by charge for vaccination: observed versus owner-stated 
values for vaccination. The observed values of charges to vaccinate 
an owned dog against rabies and probability of vaccination came 
from 3 sources. Points A and B (recording vaccination coverage 
for all owned dogs vs. costs charged) come from 2 vaccination 
campaigns held in N’Djaména in 2002 and 2006, respectively. 
Point C represents the midpoint of the range of recorded 2001 clinic 
charges in N’Djaména for vaccinating a dog against rabies (costs 
not adjusted for any potential infl ation). The owner-stated amounts 
that they would be willing to pay for their dogs to be vaccinated 
against rabies came from a survey of 356 households, conducted 
in 2006. The graph shows the reverse cumulative probability of the 
stated values. 



comparison between stated and observed behavior, as infl u-
enced by charges to owner, provides public health offi cials 
with an understanding of the reliability of owner surveys.

Our study and the data used have several limitations. 
First, the sample sizes were quite small (6,7). Furthermore, 
to maintain dog vaccination rates at the WHO-recommend-
ed rate of 70%, dog vaccination campaigns would have to 
be held every 1–6 years, which could reduce compliance. 
The survey was, by design, short, but a longer questionnaire 
may have allowed us to better identify why 75% of respon-
dents did not wish to pay >500 CFA francs (US $0.97).

To achieve the WHO-recommended goal, public health 
offi cials cannot charge owners more than the equivalent of 
400 CFA francs (US $0.78). Full-cost recovery concepts 
will not ensure that enough dogs are vaccinated in Chad 
(or, most likely, other African countries) to interrupt rabies 
transmission in dogs in urban areas. Clearly, to have >70% 
of all dogs vaccinated, public health offi cials and policy 
makers must consider methods to substantially subsidize 
dog rabies vaccinations.
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Infectious Cause, 
Taiwan, 2000–2005
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We report 5 years’ surveillance data from the Taiwan 
Centers for Disease Control on unexplained deaths and 
critical illnesses suspected of being caused by infection. A 
total of 130 cases were reported; the incidence rate was 
0.12 per 100,000 person-years; and infectious causes were 
identifi ed for 81 cases (62%).

In 2003, the outbreak of severe acute respiratory syn-
drome (SARS) demonstrated that the world has become 

a global village in which human risk for exposure to dif-
ferent kinds of biological hazards is increased through fre-
quent travel and commercial activities (1–5). Historically, 
emerging diseases occur abruptly in outbreaks of unknown 
cause. Although various efforts have been proposed and 
conducted to analyze secondary data periodically (6–9), 
they generally provide information for the less urgent deci-
sion making in health policy and may not be in time for 
infectious disease control. Thus, a task force is needed to 
provide timely and accurate diagnosis for early control of 
any potential epidemic infection, especially in a newly de-
veloped country like Taiwan, where the healthcare resourc-
es may not be evenly distributed and autopsy for diagnosis 
is not widely accepted culturally.

In 2000, the Taiwan Centers for Disease Control col-
laborated with academic institutions, medical examiners, 
local health authorities, and experts from different fi elds 
to establish a nationwide surveillance center for outbreak 
and unexplained death investigation due to unknown infec-
tious causes (COUNEX) (Figure). This effort was to build 
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Local COUNEX committee (at 4 TCDC branches): 
screening and information collection 

Investigation task force* 
supported by central and contract laboratories†: 

 investigations and data aggregation 

Review of medical records and all other relevant 
information (within 24 h) for a decision on whether 

an autopsy is indicated  

No Yes 

Approved by patient’s family 

No 

Autopsy performed by designated 
pathologists at contract pathology 

laboratory at medical centers‡ 

Final review of etiologic evidence and decision by 
COUNEX committee at TCDC (composed of 

members from all 4 local branches)§ 

Yes 

Local health authorities, hospitals, or clinics 
report suspected infection-related cases through 

the “notifiable infectious disease surveillance 
system,” “syndromic surveillance system,” and 

toll-free notification hotline 

Figure. Flow of information and decision making for reported cases 
of unexplained death or critical illness. *If unexplained infectious 
causes were suspected, COUNEX mobilized an investigation 
team including experts, fi eld epidemiology training program 
members, public health workers from the local branch of Taiwan 
Centers for Disease Control (TCDC), and public health authorities 
to proceed with further fi eld investigation. TCDC was in charge of 
the investigation. †Cases were categorized into >1 of the following 
clinical syndromes: acute neurologic (encephalitis, meningitis), 
acute respiratory (pneumonia), acute hemorrhagic, acute diarrhea, 
acute jaundice (hepatitis), acute heart (myocarditis, pericarditis, 
endocarditis), and acute kidney-related. For every reported case, 
COUNEX investigators usually selected diagnostic tests relevant 
to a particular syndrome (www.cdc.gov.tw). Additional tests were 
prescribed if needed. The hospital laboratories were requested to 
save all remaining clinical specimens, including biopsy specimens, 
obtained from clinical management and send them to our reference 
laboratories, if indicated. ‡If an autopsy was performed, whenever 
possible tissue specimens were examined by pathologists of 
TCDC-designated medical centers and the Forensic Department of 
the Ministry of Justice to ensure the accuracy of the fi nal diagnosis. 
Specimens were also sent for microbiologic cultures and tests as 
well as toxicologic examination for trace toxic chemicals, if needed. 
§All laboratory results and clinical, epidemiologic, and pathologic 
data were sent to the expert committee to determine if the etiologic 
agent could fully or most likely explain the disease. Otherwise, 
cases were categorized as unexplained. In general, histopathogic 
examination was the major evidence for determining cause. If case-
patients could not be autopsied within 36 hours of death, laboratory 
results would be the most useful information for identifi cation of 
cause of death. 



Taiwan’s capacity for detecting and responding to uncom-
mon and unrecognized pathogens, which was conceptually 
the same as that of the study of Hajjeh et al. (10). We de-
fi ned the surveillance case-patient as a previously healthy 
resident who died or was admitted to a hospital with a life-
threatening illness possibly caused by infection of unidenti-
fi ed etiology. Usually the death occurred within 3 days of 
the patient’s admission. Patients were excluded if the cause 
of death was noninfectious. A life-threatening illness was 
defi ned as any illness requiring admission to an intensive 
care unit or reported as being critical. An infectious dis-
ease is generally suspected if the case-patient has >1 of the 
characteristics such as fever, leukocytosis, histopathologic 
evidence of an acute infectious process or more specifi c 
symptom patterns, or infection precipitating adult respira-
tory distress syndrome, renal failure, or sepsis.

A total of 130 cases were reported during 2000–2005, 
for an annual average rate of 0.12 cases per 100,000 per-
sons. The annual incidence rates varied by year and among 
4 branches of Taiwan Centers for Disease Control (Table). 
The highest rate was in the eastern branch, where sur-
veillance was conducted in a well-defi ned population of 
≈596,119 persons. Ninety-fi ve (73%) of the case-patients 
died. For 47 (49%) of those who died, an autopsy was per-
formed, a rate much higher than the national autopsy rate of 
<11% (12). The mean age of case-patients was 33.8 years. 
The incidence rates varied by age group; it was highest in 
those 85–89 years of age, followed by those <1–4 years, 
and then 65–69 years, with 0.48, 0.30, and 0.23 per 100,000 
person-years, respectively. Men had a higher incidence rate 
than women (0.16 vs. 0.10 per 100,000 person-years).

Approximately 10% of 130 case-patients and 16% of 
81 patients with cases of infection had a history of animal 
contact; 9% of 130 case-patients and 10% of infection case-
patients had a history of travel outside Taiwan within the 
previous 3 months. The most common initial syndromes 
were acute respiratory (59%), acute neurologic (22%), and 
acute diarrhea-related syndrome (13%). Initially, 8 patients 
had acute heart-related syndrome, and 11 had acute kidney-

related syndrome; both of these syndromes had a 100% 
case-fatality rate.

The online Appendix Table (www.cdc.gov/EID/
content/14/10/1653-appT.htm) lists all the infectious 
pathogens and noninfectious causes identifi ed among 95 
fatal cases. One third were related to bacterial infection and 
one fourth to viral infection; 22 remained unclassifi ed. The 
proportion of explained cases was lower among patients 
who survived (74%) than that among patients who died 
(77%). The proportion of explained cases was also higher 
for patients who underwent autopsy (83%) than for non-
autopsied patients (71%) but not statistically signifi cantly 
so. Explained cases were similar to unexplained cases in 
terms of patient age and interval between dates of disease 
onset and report (median 7.2 and 6.8 days, for explained 
and unexplained cases, respectively). Although the overall 
case-fatality rate was 73%, patients were more likely to die 
if they had multiple organ system involvement.

We have established the infrastructure needed to de-
tect critical and fatal cases of unknown causes; such a 
surveillance system is essential to identify early potential 
infectious threats in a period of globalization and increas-
ing travel between countries. The contributions of our sur-
veillance system are demonstrated by early detection and 
control of at least 3 outbreaks of serious viral diseases: han-
tavirus pulmonary syndrome, rabies, and SARS.

In 2001, a family cluster occurred in Huanlian city; 
dyspnea, cough, leukopenia, and pulmonary edema devel-
oped in both parents, who died. Their 16-year-old daugh-
ter was also ill, but she survived. COUNEX quickly inter-
vened, and hantavirus pulmonary syndrome was confi rmed 
by positive serologic test results, which led to an early con-
trol of local rodents and spread of the disease. 

Taiwan has been free of human and animal rabies 
since 1961. However in 2002, a 45-year-old woman from 
mainland People’s Republic of China was admitted to a 
hospital because of diffi culty in swallowing, fear of wind 
(aerophobia), and numbness of the arms. Her condition was 
reported to the surveillance system as suspected rabies. Our 
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Table. Incidence rate of case-patients detected by surveillance and proportions of deaths, possible infectious causes, and autopsy, 
Taiwan, August 2000–March 2005 

TCDC branch* 
Category Total Northern Middle Southern Eastern
Incidence/100,000 person-years† 0.12 0.09 0.16 0.09 0.64
Proportion of deaths among all case-patients, % 73 75 64 79 83
Proportion of infectious causes identified, % 65 63 68 68 39
Viral agents among infection cases, % 42 56 30 37 57
Bacterial agents among infection cases, % 46 36 57 47 36
Rickettsia spp. among infection cases, % 4 4 3 0 14
Proportion of causes remaining unknown, % 23 25 16 29 25
Autopsy rate among patients who died, % 49 53 43 41 67
*TCDC, Taiwan Centers for Disease Control. 
†Denominators for the population under surveillance, obtained from the 2002 intercensus (11) and approximately the midpoint of this study period, 
included all people in the age groups under surveillance at the various sites and were used to calculate the incidence rate. 
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personnel quickly confi rmed the diagnosis by reverse tran-
scription–PCR and DNA sequence analysis of the samples 
from cerebrospinal fl uid, saliva, and trachea while the pa-
tient was still alive (13). The patient had been bitten by a 
domesticated dog in mainland China 2 months earlier. 

During the SARS outbreak in 2003, the surveillance 
system received reports of 6 cases; autopsies were per-
formed on 3 patients. As a result, the correlation between 
clinical course and pulmonary pathology at different stages 
of the disease was possible, and corroborative evidence for 
control measures was provided (14). 

Had the surveillance system for unexplained death 
and critical illness not functioned normally during these 3 
outbreaks, more people in Taiwan would have been ill and 
died from the diseases because of the high population den-
sity on this island. This system was particularly useful for 
infection control at remote regions with limited resources. 
Most physicians in the rural eastern part of the country have 
less access to consultation and referral to other specialties 
in medical centers and teaching hospitals. Thus, they rely 
more on this kind of surveillance system for early detection 
of potential infectious threats. This was especially impor-
tant for acute unexpected deaths, as was demonstrated by a 
higher incidence and autopsy rates in eastern Taiwan.

Throughout this project, we have increased the autopsy 
rate and established a population-based bank of specimens 
for future research. This collection could provide a better 
opportunity for corroboration or refutation of any previ-
ous diagnosis of infectious disease. This improved decision 
making in regard to control of infections was demonstrated 
in November 2003, when infl uenza virus (H5N1) was di-
agnosed in a patient who had a previous misdiagnosis of 
SARS (15).

Because emerging and reemerging infectious diseases 
may quickly travel between different countries, the system 
is becoming more crucial for early detection and control 
of potential health hazards. The system depends on close 
cooperation among different disciplines and staff from dif-
ferent agencies. Thus, education, empowerment, and good 
feedback incentives should be continually offered to keep 
this system sustainable.
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Murine typhus was diagnosed by PCR in 50 (7%) of 
756 adults with febrile illness seeking treatment at Patan 
Hospital in Kathmandu, Nepal. Of patients with murine ty-
phus, 64% were women, 86% were residents of Kathmandu, 
and 90% were unwell during the winter. No characteristics 
clearly distinguished typhus patients from those with blood 
culture–positive enteric fever.  

In 2001, we found Salmonella enterica serotype Typhi 
and S. enterica serotype Paratyphi A to be the most com-

mon causes of bloodstream infections among adults with 
febrile illness who sought treatment at Patan Hospital in 
Kathmandu, Nepal (1). Another important fi nding was the 
relatively high percentage of patients (11%) who had im-
munoglobulin (Ig) M antibodies against Rickettsia typhi in 
peripheral blood. Because most testing was performed on 
unpaired acute-phase sera, and a high percentage of sero-
positive results were found in a group of healthy study par-
ticipants, we were uncertain whether these participants had 
acute murine typhus or more distant past infection. 

Recent studies have shown the value of PCR for di-
agnosing scrub typhus (2–4), and a real-time assay for 
R. typhi has recently been validated (5). In our study, we 
tested archived blood samples from our febrile adult cohort 
(1) with this R. typhi PCR to better characterize the inci-
dence of murine typhus and to determine whether clinical 
features could help distinguish murine typhus from enteric 
(typhoid) fever.

The Study
We studied consecutive adult patients with fever (ax-

illary temperature >38°C; >13 years of age) who sought 
treatment at Patan Hospital from January 15 through 
March 15, 2001 (winter) and July 2 through August 10, 
2001 (summer), as detailed elsewhere (1). The study was 
approved by the Nepal Health Research Council and the 
Institutional Review Board of the Centers for Disease Con-
trol and Prevention.

Blood from each patient was injected into blood cul-
ture bottles and serum samples were tested for R. typhi 
IgM antibodies (INDX Multi-Test Dip-S-Ticks SDLST; 
Integrated Diagnostics, Inc., Baltimore, MD, USA). In 
addition, whole blood samples (stored at −80ºC) were 
tested by real-time PCR for R. typhi at the Naval Medi-
cal Research Center, Silver Spring, MD (NMRC) and 
at Canterbury Health Laboratories, Christchurch, New 
Zealand (CHL). Details of the assay have been described 
elsewhere (5). We extracted DNA from 200 μL of whole 
blood and used primers and probes specifi c to a portion of 
the outer membrane protein B (ompB) unique to R. typhi 
to amplify and detect the target sequence in a SmartCy-
cler (Cepheid, Sunnyvale, CA, USA) at NMRC and in a 
LightCycler (Roche Diagnostics, Mannheim, Germany) 
thermocycler at CHL. Thermocycling parameters includ-
ed an initial denaturation step (2 min at 9°C) followed by 
45 cycles of denaturation (94°C for 5 s) and annealing/
elongation (60°C for 30 s) steps. Positive samples were 
defi ned as those that demonstrated fl uorescence above 
background levels. Template-free controls assayed at the 
same time and under the same conditions as the experi-
mental and positive control samples consistently showed 
negative results.

In our study, a diagnosis of murine typhus required a 
positive R. typhi PCR result; a diagnosis of enteric fever re-
quired a positive blood culture for S. Typhi or S. Paratyphi. 
Data from patients with murine typhus were compared with 
those from patients with enteric fever by using the χ2 test 
or Fisher exact test for dichotomous and ordinal variables, 
and 2-sided Wilcoxon rank sum test and the Student t test 
for continuous variables. We used multivariable logistic 
regression analysis to further evaluate variables associated 
with murine typhus. Murine typhus was the outcome vari-
able in the fi nal model; other variables were those associ-
ated with the outcome with p<0.1 on bivariable analysis. 
Data were analyzed by using STATA version 8.2 (Stata-
Corp, College Station, TX, USA). 

We enrolled 876 patients, 370 in winter and 506 in 
summer. In 323 (37%) patients, a putative diagnosis was 
established; 117 (13%) patients had positive blood cultures 
for S. Typhi or S. Paratyphi A. 

Whole blood samples were available for testing from 
756 (86%) patients. Of these patients, 85 (11%) had R. 
typhi IgM antibodies detected in acute-phase serum sam-
ples and 50 (7%) had positive R. typhi PCR results; 11 
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(13%) of the R. typhi–seropositive patients were also PCR 
positive. Sequencing of amplicons from 5 PCR-positive 
patients showed 100% similarity with the reference strain 
of R. typhi (GenBank accession no. AE017197). None of 
the patients with positive PCR results for R. typhi had a 
positive blood culture.

The features of the 50 patients with murine typhus and 
the 94 patients with enteric fever are presented in the Table; 

all had negative R. typhi PCR results. Sixteen of the murine 
typhus patients had chest radiographs; 6 (38%) of these pa-
tients were reported as having lung infi ltrates. Of the 50 
patients with murine typhus, 45 were managed as outpa-
tients and 5 were ill enough to be admitted to a hospital. No 
deaths occurred.

After logistic regression analysis, only 3 variables 
were signifi cantly associated with murine typhus compared 
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Table. Demographic, clinical, and laboratory features of patients with murine typhus and enteric fever, Nepal*  
Variable Murine typhus, n = 50 Enteric fever, n = 94 p value
Demographics
Age, y, median (range) 28 (15–85) 22 (14–72) 0.0001
Male gender 18 (36) 61 (65) 0.001
Occupation 0.001
  Housewife 17 (41) 10 (12) 
 Student 7 (17) 36 (42) 
 Business person 2 (5) 7 (8) 
 Government employee 2 (5) 8 (9) 
 Other 13 (32) 24 (28) 
Residence <0.001
 Kathmandu 31 (86) 27 (32) 
 Patan 0 28 (33)
 Kathmandu Valley 4 (11) 10 (12) 
 Other 1 (3) 20 (24) 
Winter season 45 (90) 27 (29) <0.001
Admission diagnosis <0.001
 Enteric fever 21 (42) 66 (70) 
 Lower respiratory tract infection 13 (26) 3 (3) 
 Urinary tract infection 6 (12) 3 (3) 
 Upper respiratory tract infection 3 (6) 1 (1) 
 Other 7 (14) 21 (22) 
Symptoms
 Cough 33 (66) 30 (33) <0.001
 Shortness of breath 16 (32) 6 (7) <0.001
 Nausea 14 (28) 34 (37) 0.26
 Diarrhea 5 (10) 16 (18) 0.24
 Abdominal pain 16 (33) 25 (28) 0.58
 Headache 41 (82) 78 (86) 0.56
 Joint pain 12 (24) 11 (12) 0.07
Duration of symptoms, d, median (range) 5 (1–10) 5 (1–30) 0.23
Examination findings
 Temperature, °C, mean (SD) 38.9 (0.7) 38.8 (0.6) 0.54
 Respiratory rate, breaths/min, mean (SD) 26 (9) 21 (5) 0.0002
 Heart rate, beats/min, mean (SD) 112 (17) 105 (15) 0.02
 Systolic blood pressure, mm Hg, mean (SD) 109 (17) 107 (11) 0.52
 Diastolic blood pressure, mm Hg, mean (SD) 70 (10) 70 (8) 0.88
 Crackles 13 (26) 8 (9) 0.006
Hepatomegaly 2 (4) 9 (10) 0.22
Splenomegaly 2 (4) 12 (13) 0.09
Rash 0 1 (1) 0.46
Laboratory findings
 Hematocrit, %, mean (SD) 39 (6) 39 (5) 0.70
 Leukocyte count, cells × 109/L, median (IQR) 8.9 (6.2–11.1) 5.8 (4.8–7.6) <0.001
  Neutrophils, %, median (IQR) 83 (74–87) 68 (60–73) <0.001
  Lymphocytes, %, median (IQR) 13 (9–22) 27 (20–35) <0.001
  Monocytes, %, median (IQR) 2.5 (1–5) 2 (0–4) 0.57
  Eosinophils, %, median (IQR) 0.5 (0–2) 0 (0–2) 0.80
*Data are no. (%) unless otherwise stated. SD, standard deviation; IQR, interquartile range. 



with enteric fever. These variables were age (for each in-
crease by 1 year) (odds ratio [OR) 1.07, 95% confi dence in-
terval [CI] 1.00–1.16, p = 0.05); Kathmandu residence (OR 
14.37, 95% CI 1.07–193.39, p = 0.05); and winter season 
(OR 28.93, 95% CI 2.47–338.93, p = 0.007).

Conclusions
We detected R. typhi DNA in blood from 7% of the 

febrile adult study population from urban Nepal. This fi nd-
ing is likely to be an underestimate of the actual extent of 
rickettsial disease because of the small volume of blood 
tested in each PCR and possible sample deterioration dur-
ing transport and storage (between sample collection and 
testing). Although PCR has yet to be extensively evaluated 
for the diagnosis of murine typhus (5–8), a sizeable body 
of evidence supports the high sensitivity and specifi city of 
PCR for the diagnosis of rickettsial diseases (2,4,9,10). The 
real-time PCR used in our study has a high analytical sen-
sitivity and specifi city for R. typhi (5), and sequencing of 
amplicons from our patients further supports the specifi city 
of the assay. In addition, none of our patients with murine 
typhus had positive blood cultures. 

The results of this and other (11,12) studies indicate 
that murine typhus is an important endemic infection in Ne-
pal. Although our study did not extend throughout the full 
year, murine typhus was more common in winter than in 
summer. This fi nding contrasts with the summer–autumn 
predominance reported in other regions (13,14). We also 
noted a clear predominance of cases from Kathmandu and 
none from the Patan side of the city, despite the fact that 
the latter is the main catchment area for Patan Hospital. It 
is possible that an outbreak of murine typhus occurred in 
Kathmandu during the winter of 2001, and epidemiologic 
studies are needed to clarify whether there is a focus of mu-
rine typhus activity in Kathmandu. In Nepal, enteric fever 
is one of the most common causes of febrile illness (1,15). 
We identifi ed no reliable clinical marker to distinguish mu-
rine typhus from enteric fever, and the classic clinical triad 
of rickettsial diseases (headache, fever, and rash) was not 
detected in any of our patients. Murine typhus should be 
considered as an alternative diagnosis in patients with sus-
pected enteric fever in Nepal. This diagnosis is especially 
important given that fi rst-line antimicrobial drug therapy is 
different for the 2 diseases. 

Our study highlights the importance of rickettsial in-
fections as a cause of febrile illness in Kathmandu. Further 
epidemiologic and ecologic studies are needed to better 
clarify the features of murine typhus in Nepal.  
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In winter 2008, kindergartens and primary schools in 
Hong Kong were closed for 2 weeks after media coverage 
indicated that 3 children had died, apparently from infl uen-
za. We examined prospective infl uenza surveillance data 
before, during, and after the closure. We did not fi nd a sub-
stantial effect on community transmission. 

Hong Kong, Special Administrative Region, People’s 
Republic of China, is a subtropical city in Southeast 

Asia at the epicenter of global infl uenza activity (1). Epide-
miologically, infl uenza usually displays biannual seasonal-
ity, consisting of a winter peak typically between January 
and March and a summer peak in June and July, often with 
an elevated plateau in April and May between the winter 
and summer peaks (2–4).

On the evening of March 12, 2008, after 3 children had 
died, apparently from infl uenza, the government of Hong 
Kong announced that all primary schools, special schools, 
kindergartens, and day nurseries would close the following 
day for a total of 2 weeks, 1 week earlier than the scheduled 
start of the annual week-long Easter break (5,6). 

The Study
We reviewed prospective surveillance data on infl uen-

za and infl uenza-like illness activity during the 2008 win-
ter infl uenza season. We then considered the effects of the 
school closures on community transmission.

As elsewhere in the Northern Hemisphere, the 2007–
08 strains of infl uenza virus circulating in Hong Kong were 
closely related to A/H1N1/Brisbane/59/2007, A/H1N1/
Soloman Islands/3/2006-like, A/H3N2/Brisbane/10/2007, 
B/Yamagata/16/88-like, and B/Malaysia/2506/2004-like. 
These strains were not well matched to the trivalent inacti-
vated vaccine specifi ed for the season.

Surveillance data from different settings before, dur-
ing, and after the period of school closures are shown in the 
Figure. Laboratory isolation of infl uenza viruses in children 
(panel A) and adults (panel B) show that the infl uenza sea-
son began in January, rose to a peak in late February, and 
was already waning by the time the decision was made to 
close schools, as temperatures and relative humidity were 
increasing (8). Infl uenza circulation has remained at a low 
baseline level since schools reopened in early April. Ab-
senteeism rates in sentinel childcare centers and primary 
schools gradually rose to maximums of 7.9% and 3.5%, 
respectively, before the school closures and returned to 
low levels after the closures (data not shown). Similarly, 
infl uenza consultation rates at public and private outpatient 
clinics (panel C) peaked before the closures and generally 
refl ected the reference laboratory data, except for a dip dur-
ing Chinese New Year, when many sentinel practices were 
closed.

When compared with the infl uenza seasons of the 
preceding 9 years, the 2008 winter infl uenza season was 
moderately severe in terms of outpatient consultations 
(online Appendix Figure, available from www.cdc.gov/
EID/content/14/10/1660-appF.htm). Infl uenza hospital ad-
mission rates in children <4 years reached peak levels of 
30/100,000 population in 2006 and 41/100,000 in 2007, 
both mild seasons. These rates were similar to the peak 
level of 39/100,000 in 2008 (Figure, panel D) (6). The el-
derly appeared to have been less affected, with no clear rate 
increases noted by febrile sentinel surveillance in elderly 
care homes and generally low infl uenza-related admission 
rates in this age group (data not shown).

Panel E of the Figure shows daily estimates of the 
effective reproductive number, or Rt, based on a simple 
method (9) that we applied to daily interpolations of the 
laboratory and outpatient sentinel data. We used a Weibull 
model for the serial interval with mean of 3.6 days and 
standard deviation of 1.6 days, based on data from a recent 
community study (10). The effective reproductive number 
on day t can be interpreted as the average number of new 
persons infected by an infector who had symptom onset on 
day t. Therefore, a reproductive number >1 implies that an 
epidemic will grow in the short term, whereas a number 
<1 implies that an epidemic will die out. These trends, in 
particular the lack of any apparent negative infl ection point 
during the entire 2-week period of school closure, sug-
gest that the effect of the intervention was not substantial. 
Trends in estimated Rt were similar if serial intervals of 
mean 2.5 or 2.0 days were assumed.

Conclusions
Although we can only speculate, given the limitations 

of an uncontrolled natural experiment on the population 
level, routine surveillance data did not detect a large effect 
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from the school closures. In particular, we noted a decline in 
laboratory isolations of infl uenza viruses that preceded the 
intervention and the lack of association between school clo-
sures and Rt. In fact, sentinel data may not accurately repre-
sent the incidence of infl uenza in the underlying population 
because, for example, other cocirculating upper respiratory 
viruses contribute to overall infl uenza-like illness consulta-
tion rates. Laboratory data, however, should be less affect-

ed, and extra testing in response to the heightened aware-
ness of infl uenza activity might have artifactually lowered 
the positivity rate. The epidemic curves generated from the 
surveillance data showed a decline in cases that may have 
naturally concluded without any intervention. We note the 
diffi culty of making inferences directly from changes in ep-
idemic curves because changes in the epidemic curve may 
lag behind changes in the underlying transmission dynam-
ics by at least 1 serial interval, as has previously been shown 
for severe acute respiratory syndrome (9,11). Although the 
estimates of Rt (panel E) are crude, the estimated values of 
1.2–1.5 during the rising phase of the 2008 winter epidemic 
in Hong Kong are slightly lower than previous estimates 
for interpandemic infl uenza (12,13), perhaps because of the 
low time-dependent resolution of the weekly aggregation 
of surveillance data. 

We emphasize that our results must be interpreted 
with caution; in particular, infl uenza might have contin-
ued to circulate for a longer period had the school closures 
not been implemented. Furthermore, notwithstanding our 
tentative null fi ndings, some previous reports have demon-
strated that school closures may be effective at mitigating 
infl uenza seasons. For example, a study showed signifi cant 
reduction in respiratory infections during school closures 
in Israel (14), and a recent model estimated that school 
holidays prevent 16%–18% of seasonal infl uenza cases in 
France (12).

We acknowledge that our assessment has the benefi t 
of hindsight, whereas at the time the decision was made to 
close schools it might well have been unclear from surveil-
lance data that the infl uenza season was only moderate and 
might have already been in natural decline. Although daily 
hospital admissions data were available in real time from 
a new integrated computer system and therefore did show 
the decline, this system only refl ected serious illness. How-
ever, outpatient sentinel data, which are more indicative of 
overall infl uenza activity in the general community, were 
available with an ≈7-day lag; reports of laboratory refer-
ence data lagged even further. If public health decisions are 
to be made on the basis of prospective surveillance, these 
systems must be improved to refl ect real-time or near real-
time reporting and analysis. One possibility in Hong Kong 
would be to use the wealth of data from rapid infl uenza tests 
in hospitals, now that >1,000 rapid tests are conducted ev-
ery month on most newly admitted patients with pneumo-
nia or respiratory symptoms. Furthermore, although most 
local surveillance data are aggregated (Figure), the spread 
of infl uenza likely varies according to population subgroup. 
For example, infl uenza infections in children cause consid-
erable illness and death, and it is often hypothesized that 
children are affected generally earlier in epidemics because 
of the higher transmission rates (15). Therefore, justifi ca-
tion is strong for local authorities to begin collecting and 
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Figure. Infl uenza surveillance data from December 1, 2007, through 
April 26, 2008, including the 2-week school closure period (gray 
vertical bar): A) Proportion of infl uenza A and B isolations (by date 
of collection) among all children’s specimens that were submitted 
to the World Health Organization (WHO) reference laboratory at 
Queen Mary Hospital (most specimens are referred from local 
hospitals). B) Proportion of infl uenza A and B isolations (by date of 
collection) among all adult patients’ specimens that were submitted 
to the WHO reference laboratory at Queen Mary Hospital. C) 
Weekly infl uenza-like illness (ILI) (defi ned as fever plus cough or 
sore throat) consultation rates in sentinel networks of outpatient 
clinics in the private (GP) and public (GOPC) sectors. D) Weekly 
rates of public hospital admissions in young children (<4 years) 
with a principal diagnosis of infl uenza (International Classifi cation 
of Diseases, 9th revision, code 487), where the denominator is 
the general population of the same age. E) Daily estimates of the 
effective reproductive number based on the laboratory and sentinel 
outpatient data. Source for panels B–D: (7).



reporting timely age-specifi c community surveillance in 
sentinel and laboratory networks.
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Recent Shift in Age 
Pattern of Dengue 

Hemorrhagic Fever, 
Brazil

To the Editor: Brazil is responsi-
ble for >60% of reported cases of den-
gue fever (DF) in the American region 
(a designation of the Pan American 
Health Organization, which includes 
all of North, Central, and South Amer-
ica) (1). The epidemiologic character-
istics of dengue diseases in Brazil dif-
fer from those described in Southeast 
Asia. In Brazil, the incidence of DF 
and dengue hemorrhagic fever (DHF) 
is highest in adults. By contrast, in 
Southeast Asia, DHF cases predomi-
nate and occur more often in children 
than in adults (2,3). 

We describe a preliminary report 
of a shift in age group predominance 
that was observed during the 2007 
countrywide dengue epidemic in Bra-
zil. The Hospital Information System 
is the source of data describing the 
distribution of DHF cases from Janu-
ary 1998 through December 2007 (4). 
In Brazil almost all patients with a di-
agnosis of DHF are hospitalized. This 
country has promulgated the use of the 
World Health Organization’s DHF case 
defi nitions (International Classifi ca-
tion of Diseases, 10th revision – A91). 
In the 2007 epidemic, a larger than 
normal proportion of cases were DHF 
(2,706), more than twice the largest 
number of such cases reported in pre-
vious years. Moreover, in 2007 >53% 
of cases were in children <15 years of 
age; during 1998–2006, the predomi-
nance of DHF cases were in the 20- to 
40-year age group (online Appendix 
Figure, available from www.cdc.gov/
EID/content/14/10/1663-appF.htm). 
During 1998–2006, the percentage 
of DHF cases in children varied from 
9.5% (in 1998) to 22.6% (in 2001).

Of the 2,706 DHF cases in 2007, 
1,710 (63.2%) were reported from 
the northeast region; 1,119 (65.4%) 

of these were in children <15 years 
of age. The southeast region had the 
next largest number (558), accounting 
for 20.6% of all reported cases; how-
ever, only 26.2% were in children. 
Other regions with cases, central-west 
and northern, reported no substantial 
change in age distribution compared 
with earlier years. Among the 9 states 
in northeastern Brazil, DHF predomi-
nance in children was observed in 
Maranhao (609 cases; 92.0% in chil-
dren), Rio Grande do Norte (97 cases 
and 77.6%), Pernambuco (316 cases 
and 67.0%), and Ceara (197 cases and 
48.0%).

The change in age distribution of 
cases in 2007 is unique in the modern 
history of dengue in Brazil and re-
quires an explanation. Dengue 1 and 
2 viruses, which were introduced in 
the 1990s, generated epidemics of DF 
characterized by a low incidence of 
DHF, predominantly in adults. With 
the introduction of dengue 3 virus in 
2000–2001, DF epidemics of greater 
magnitude were observed, with a 
slightly larger fraction of DHF cases. 
Differences in the epidemiologic pat-
terns in Southeast Asia and the Ameri-
can region have been attributed to ge-
netic resistance in black populations 
and to underreporting of DHF cases, 
among other factors (2). These factors 
seem insuffi cient to explain the sudden 
change observed; should it persist—as 
it has in Venezuela, Colombia, Cen-
tral America, and Cuba—this change 
may bring dengue in Brazil to a pat-
tern closer to that of Southeast Asia 
(2). This change in epidemiologic 
pattern of dengue cases supports calls 
for improvement in design of dengue 
surveillance studies to include, where 
possible, population-based serologic 
studies. These epidemiologic changes 
also serve as an alert to health authori-
ties in the American region to update 
their healthcare services to provide ag-
ile, opportune, and good quality care 
for patients, particularly children, with 
DHF, to reduce deaths.
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Confi rmed 
Mycoplasma 
pneumoniae 
Endocarditis

To the Editor: In Rosario, Ar-
gentina, during June 2005, a 15-year-
old boy was hospitalized because of a 
2-month history of fever. The patient 
had no history of cardiac disease or in-
travenous drug use. The results of the 
physical examination and the laborato-
ry tests were within normal limits, ex-
cept for an increased leukocyte count 
(14,000/μL) with 68% neutrophils.

Transesophagic echocardiogra-
phy showed mural vegetation on the 
right ventricle (30 mm × 20 mm) with 
no valve involvement. The patient 
was empirically treated with penicil-
lin, gentamicin, and ceftriaxone. After 
treatment failed to produce a response, 
blood was submitted for culture for 
mycobacteria, brucellae, bartonellae, 
molds, and yeasts. BacT/ALERT bot-
tles (bioMérieux, Durham, NC, USA), 
Hemoline performance biphasic me-
dium (bioMérieux, Marcy L’Etoile, 
France), lysis centrifugation, and 
homemade culture broth were used. 
All culture results were negative. Re-
sults of PCR performed on serum for 
Actinobacillus actinomycetemcomi-
tans were also negative. Because only 
the fi rst samples were obtained before 
antimicrobial drug administration, a 
false-negative result was suspected. 
The patient underwent surgery for 
pulmonary microembolisms, and the 
vegetation was removed 4 weeks after 
drug treatment had started. The histo-
logic appearance of the vegetation was 
consistent with infectious endocarditis, 
but the culture result was negative.

After 6 weeks of treatment, the 
patient was discharged from the hos-
pital; however, 10 days after discharge 
he again became febrile and was read-
mitted to the hospital. The vegetation 
was again found. On this second ad-
mission, all cultures were performed 
before administration of antimicrobial 

drugs, and several types of culture me-
dia were used. In the absence of any 
growth by day 6, the patient’s serum 
was screened for antibodies to Myco-
plasma pneumoniae, Chlamydia pneu-
moniae, and Bartonella henselae. Se-
rologic tests for immunoglobulin (Ig) 
G and IgM were conducted by indirect 
immunofl uorescence assay (slides 
from Bion; Des Plaines, IL, USA) and 
fl uorescein-labeled anti-human IgG 
and IgM (bioMérieux). For the IgM 
assay, the serum was pretreated with 
IgG/RF stripper (The Binding Site 
Ltd., Birmingham, UK). The titers for 
M. pneumoniae IgG and IgM antibod-
ies were 2,048 and 160, respectively. 
Blood cultures were then subcultured 
in homemade Hayfl ick medium. These 
samples were incubated in 5% CO2 in a 
37°C incubator and examined 2×/week 
for typical M. pneumoniae colonies.

After 9 days of incubation, Hay-
fl ick agar plates inoculated with ali-
quots taken from homemade blood 
culture bottles (beef extract 5 g, yeast 
extract 5 g, peptone 10 g, glucose 2 
g, NaCl 5 g, Na2HPO4 2.5 g, sodium 
heparin 10,000 U, distilled water to 
1,000 mL, pH 7.6) showed colonies 
consistent with M. pneumoniae. No 
isolates were recovered from commer-
cial blood culture bottles.

Result of hemolysis test with 
sheep blood was positive. The iso-
late was defi nitively identifi ed as M. 
pneumoniae after P1 cytadhesin gene 
amplifi cation by nested PCR, with 
primers P1-40, P1-178, P1-285, and 
P1-331 (1).

After mycoplasma were was iso-
lated, intravenous clarithromycin was 
added to ceftriaxone; the ceftriaxone 
was discontinued 1 week later. The 
patient’s clinical condition improved, 
and he was discharged 3 weeks after 
bacteriologic diagnosis with a treat-
ment regimen of oral levofl oxacin. 
After 6 months of treatment, the veg-
etation was reduced with no evidence 
of calcifi cation.

Mycoplasma spp. have rarely 
been associated with endocarditis; un-

til 2007, reports of only 8 cases had 
been published (2–8). The patient de-
scribed herein had no underlying med-
ical problems or immunodefi ciency. 
Results of lymphocyte subsets, immu-
noglobulin titers, response to tetanus 
toxoid, and pneumococcal capsular 
polysaccharide were within reference 
ranges.

Cases of culture-negative endo-
carditis are not routinely investigated 
for mycoplasmas; however, the role 
of these microorganisms as a cause of 
endocarditis might be underestimated. 
Mycoplasma spp. cannot be detected 
by Gram stain and are diffi cult to iso-
late in bacteriologic culture media. 
Commercial blood culture broths that 
use sodium polyanetholsulfonate as 
an anticlotting agent are not suitable 
for growing these microorganisms 
(9). Other diagnostic approaches in-
clude the detection of specifi c DNA 
sequences or the use of broad-range 
eubacterial primers in cardiac tissue 
(6). In the patient reported here, the 
clinical sample (vegetation) was not 
available for diagnostic M. pneumo-
niae gene amplifi cation. We failed to 
detect M. pneumoniae by PCR-medi-
ated gene amplifi cation directly from 
whole blood and plasma. Theoretical-
ly, specifi c PCR should be more sensi-
tive than culture, as shown in respira-
tory specimens, but to date attempts 
to detect M. pneumoniae in blood by 
PCR have not been successful. The 
bacterial load in blood may have been 
too low to detect the amplifi ed prod-
uct by ethidium bromide–stained gel 
electrophoresis. The larger volume 
of blood used and the preincubation 
in broth with yeast extract for 7 days 
could have improved the recovery 
by culture. Another cause of reduced 
PCR sensitivity may have been the use 
of frozen samples.

This case of endocarditis caused 
by M. pneumoniae was confi rmed 
by culture and occurred in a patient 
with no previous heart disease. Fur-
ther studies are needed to evaluate the 
real incidence of M. pneumoniae as 
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a cause of endocarditis as well as the 
occurrence of mycoplasma bacteremia 
in the absence of underlying infection 
of the endocardium.

Acknowledgments
We thank Héctor R. Morbidoni for 

critical reading of this manuscript and 
Paola Gallo for English revisions.

Juan Pablo Scapini, 
Luis Pedro Flynn, 
Silvia Sciacaluga, 
Lorena Morales, 

and María Estela Cadario
Author affi liations: Facultad de Ciencias 
Médicas Universidad Nacional de Rosario, 
Santa Fe, Argentina (J.P. Scapini); Sanato-
rio de Niños Rosario, Santa Fe, (L.P. Flynn; 
S. Sciacaluga, L. Morales); and Instituto 
Nacional de Enfermedades Infecciosas AN-
LIS “Dr Carlos Malbrán,” Buenos Aires, Ar-
gentina (M.E. Cadario)

DOI: 10.3201/eid1410.080157

References

  1.  Talkington DF, Thacker WL, Keller DW, 
Jensen JS. Diagnosis of Mycoplasma 
pneumoniae infection in autopsy and 
open-lung biopsy tissues by nested PCR. 
J Clin Microbiol. 1998;36:1151–3.

  2.  Blasco M, Torres L, Marco ML, Moles B, 
Villuendas MC, García Moya JB. Pros-
thetic valve endocarditis caused by Myco-
plasma hominis. Eur J Clin Microbiol In-
fect Dis. 2000;19:638–40. DOI: 10.1007/
s100960000333

  3.  Cohen JI, Sloss LJ, Kundsin R, Golightly 
L. Prosthetic valve endocarditis caused 
by Mycoplasma hominis. Am J Med. 
1989;86:819–21. DOI: 10.1016/0002-
9343(89)90479-8

  4.  DiSesa VJ, Sloss LJ, Cohn LH. Heart 
transplantation for intractable prosthetic 
valve endocarditis. J Heart Transplant. 
1990;9:142–3.

  5.  Dominguez SR, Littlehorn C, Nyquist AC. 
Mycoplasma hominis endocarditis in a 
child with a complex congenital heart de-
fect. Pediatr Infect Dis J. 2006;25:851–2. 
DOI: 10.1097/01.inf.0000232639.81762.
d4

  6.  Fenollar F, Gauduchon V, Casalta JP, Le-
pidi H, Vandenesch F, Raoult D. Myco-
plasma endocarditis: two case reports and 
a review. Clin Infect Dis. 2004;38:e21–4. 
DOI: 10.1086/380839

  7.  Hidalgo-Tenorio C, Pasquau J, López-
Checa S, López-Ruz MA. Endocarditis 
due to Mycoplasma hominis [in Span-
ish]. Enferm Infecc Microbiol Clin. 
2006;24:470–1. DOI: 10.1157/13091789

  8.  Popat K, Barnardo D, Webb-Peploe M. 
Mycoplasma pneumoniae endocarditis. 
Br Heart J. 1980;44:111–2. DOI: 10.1136/
hrt.44.1.111

  9.  Brouqui P, Raoult D. Endocarditis due to 
rare and fastidious bacteria. Clin Microbi-
ol Rev. 2001;14:177–206. DOI: 10.1128/
CMR.14.1.177-207.2001

Address for correspondence: Juan Pablo Scapini, 
Instituto de Investigaciones Microbiológicas y 
Clínicas, Entre Ríos 340, 2000, Rosario, Santa 
Fe, Argentina; email: jscapini@gmail.com

Human Rhinovirus 
Group C Infection 
in Children with 

Lower Respiratory 
Tract Infection
To the Editor: Human rhinovi-

ruses (HRVs), members of the family 
Picornaviridae, were fi rst isolated in 
1956 (1); to date, >100 serotypes have 
been identifi ed on the basis of nucle-
otide sequence homologies. HRVs 
were previously divided into 2 genetic 
groups, HRV-A (n = 75) and HRV-B 
(n = 25). Recently, a putative new and 
distinct rhinovirus group, HRV-C, has 
been reportedly found in some patients 
with respiratory tract infections (RTIs) 
(2–8). To extend these initial fi ndings 
and assess the pathogenicity of HRV-C, 
we investigated its prevalence as well 
as its clinical and molecular features 
in children with lower acute RTIs in 
Beijing, People’s Republic of China.

From July through December 
2007, nasopharyngeal aspirates were 
collected from 258 children (167 boys 
and 91 girls) who had lower acute 
RTIs at the time of their admission 
to Beijing Children’s Hospital. The 

children were 1 month to 15 years 
of age (mean age 37 months, median 
age 10 months). Nucleic acids were 
extracted from clinical samples by us-
ing the NucliSens easyMAG platform 
(bioMérieux SA, Marcy L’Etoile, 
France). Each specimen was tested for 
the presence of common respiratory 
viruses: human parainfl uenza viruses 
1–4, infl uenza viruses, respiratory 
syncytial virus, enteroviruses, human 
coronaviruses (229E, NL63, HKU1, 
and OC43), metapneumovirus, adeno-
viruses, and bocaviruses. To study the 
prevalence of HRV-C, we designed 
a specifi c reverse transcription–PCR 
(RT-PCR) that generated a 330-bp 
PCR product encompassing a portion 
of the 5′-untranslated region, the full 
virus capsid protein (VP) 4 gene, and a 
portion of the VP2 gene of the HRV-C 
genome. (All primer sequences and 
protocols of these assays are available 
from J.W. upon request.)

This RT-PCR detected HRV-C 
in 14 patients (12 boys and 2 girls, 1 
month to 13 years of age [mean age 
19 months, median age 6 months]). In 
6 of the 14 patients, HRV-C was the 
only virus detected, which suggests 
a direct correlation between HRV-C 
infection and lower acute RTIs. In the 
remaining 8 patients, other respiratory 
viruses were also detected. Respirato-
ry syncytial virus, the most important 
cause of lower acute RTIs in children, 
was codetected in 7 of the HRV-C–
positive patients, and human parain-
fl uenza virus 3 was codetected in the 
other patient. Human coronavirus 
NL63 was codetected with respiratory 
syncytial virus in 1 HRV-C–positive 
patient. 

HRV-C infection may be season-
al. This virus was detected during only 
3 of the 6 months in which specimens 
were collected. Specifi cally, HRV-C 
was detected in samples collected in 
October (7/50), November (5/96), and 
December (2/8) but not in those col-
lected in July (0/37), August (0/42), 
or September (0/25). In contrast, 
HRV-A and HRV-B were detected in 
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each month (data not shown). Indeed, 
from July through December, HRV-A 
and HRV-B viruses were detected in 
34 and 12 patients, respectively. No-
tably, in October 2007, HRV-C was 
detected in 7 patients, while HRV-A 
and HRV–B were detected in 5 and 2 
patients, respectively, which suggests 
that the cluster of cases of HRV infec-
tions during this month was caused 
mainly by HRV-C.

The 14 HRV-C–positive patients 
had a variety of other diseases includ-
ing pneumonia (6/14), bronchopneu-
monia (4/14), and peribronchiolitis 
(3/14). The most common clinical 
fi ndings were cough (14/14), fever 

(9/14), and abnormal breath sounds 
on auscultation (11/14). Radiographic 
results were available for 10 of the 14 
HRV-C–positive patients, all of whom 
had increased lung markings or patchy 
shadows. Although 3 of the 14 patients 
required admission to the pediatric in-
tensive care ward, their clinical out-
comes were favorable.

Phylogenetic analysis showed 
that the 14 sequences obtained during 
this study (GenBank accession nos. 
EU687515–EU687528) together with 
previously reported sequences formed 
a novel group of rhinoviruses (Figure). 
Six sequences (BCH221, BCH264, 
BCH200, BCH341, BCH217, and 

BCH250) displayed high similarity 
to HRV C025 (EF582386) from Hong 
Kong (4); 2 sequences (BCH249 and 
BCH343) displayed high similarity to 
NAT083 (EF077264) from the United 
States (3) and Picornaviridae strain 
06-646 (EU081811) from Germany 
(5). BCH242 was similar to Picorna-
viridae strain tu403 (EU081795) from 
Germany (5). The other 5 strains were 
homologous to strains from Australia 
(EU155152–EU155154, EU155158) 
(2,7). These fi ndings suggest that, as in 
other countries (5), the HRV-C strains 
circulating in China are diverse. Al-
though HRV-C strains belonging to 
different gene clusters cocirculate, 
some genetically close strains domi-
nated during certain periods, e.g., the 
C025-like strain (6/14) was dominant 
during the study period. A similar dis-
tribution pattern is observed in epi-
demics of HRV-A and HRV-B (9,10).

In conclusion, HRV-C strains 
were detected in hospitalized children 
with lower acute RTIs in Beijing. Co-
infections were common and complex, 
which indicates that the role of HRV-C 
in patients with multiple infections 
should be further investigated. Our 
fi ndings provide additional evidence 
that HRV-C is spreading globally (8) 
and suggest that HRV-C infections 
should be considered a serious public 
health concern.
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Figure. Phylogenetic analysis of the viruses detected in this study based on the nucleotide 
sequences of the virus capsid protein (VP)4/VP2 region. Using the VP4/VP2 nucleotide 
sequence (258 nt), we performed neighbor-joining analysis by applying the Kimura 
2-parameter model in MEGA software version 4.0 (www.megasoftware.net). Bootstrap 
values from 1,000 replicates are shown next to the branches. The scale bar indicates 
evolutionary distance. Representative viruses from the different human respiratory virus 
(HRV) groups are included. GenBank accession numbers for reference sequences are 
indicated in parentheses.
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 HRV27 (EF173421)

 HRV6 (DQ473486)

 HRV14(K02121)

HRV-B

100

92
88

99

100

100

76
100

100

98

100

91

77

60

24

27

100

65

40
43

33

24

21

28

82

99

97

77

63

42

98

24

32

90

81

58

86

59

97

100

0.05  
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Serogroup A 
Neisseria 

meningitidis 
with Reduced 
Susceptibility 

to Ciprofl oxacin
To the Editor: Reduced suscep-

tibility to ciprofl oxacin of Neisseria 
meningitidis has been reported with 
increasing frequency since 1992, 
mainly because of mutations in the 
quinolone resistance determining re-
gions (QRDRs) of the gyrase and 
topoisomerase IV genes (1,2). Re-
duced fl uoroquinolone susceptibility 
due to gyrase A mutations in serogroup 
A strains has previously been reported 
from a 2005 outbreak in Delhi, India 
(1). We describe 2 clinical isolates of 
serogroup A N. meningitidis with re-
duced ciprofl oxacin susceptibility that 
were recognized in March 2003 and 
April 2006 in Israel, a country with 
low incidence of invasive meningo-

coccal disease (<2/100,000/laborato-
ry-confi rmed cases/year) in which this 
serogroup accounts for <2% of cases 
(data from the National Center for 
Meningococci, Tel Hashomer, Israel). 

The 2 isolates in question 
(M12/03 and M24/06; suffi xes denote 
year of isolation) were compared with 
2 fully susceptible strains, M44/01 
and M23/00 (online Appendix Table, 
available from www.cdc.gov/EID/
content/14/10/1667-appT.htm). MICs 
were measured by Etest (AB Biodisk, 
Solna, Sweden) on Mueller-Hinton 
agar (Difco Laboratories, Detroit, MI, 
USA) supplemented with 5% sheep 
blood. Demographic information was 
obtained from the Israel Ministry of 
Health Department of Epidemiology. 

Chromosomal DNA was isolated 
by using the NucleoBond kit (Mach-
erey-Nagel, Düren, Germany). The 
location of the QRDR in gyrase and 
topoisomerase IV genes was based 
upon prior studies in meningococci 
(online Appendix Table) and on the 
complete sequence of  strain N. men-
ingitidis Z2491 (serogroup A; Gen-
Bank accession no. NC_003116). We 
amplifi ed and sequenced extended 
regions encompassing the QRDRs by 
using the upstream and downstream 
primer pairs in gyrA (522 bases) 5′-
GTTCCGCGTCAAAATATGCT-3′, 
5′-CCGAAATTGACGGTTTCTTC-
3′; gyrB (649 bases) 5′-GGTTTGACC
TGCGTGTTGTC-3′, 5′-CGGCTGG
GCGATATAGATG-3′; parC  (635 
bases) 5′-CACTATGGTTTGCCGT
TTTG-3′, 5′-ATTTCGGACAACAG
CAATTC-3′; and parE (610 bases) 5′-
GGACAGGATGGCGATTTTG-3′, 5′-
CGTCAGCAACTTCATCAACC-3′. 
PCR was performed by using Taq 
DNA polymerase (New England 
BioLabs, Beverly, MA, USA). DNA 
sequencing was performed using the 
ABI PRISM 3700 Genetic Analyzer 
(Applied Biosystems, Foster City, 
CA, USA). Screening for plasmid-
mediated quinolone resistance genes 
was carried out by multiplex PCR am-
plifi cation of qnrA, qnrB, and qnrS as 
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previously described (3). Multilocus 
sequence typing (MLST) was carried 
out by using the primers, protocols, 
and databases available from the Neis-
seria MLST website (http://pubmlst.
org/neisseria) (4). 

The online appendix Table shows 
our results and condenses previously 
published fi ndings. The ciprofl oxacin 
MIC for M24/06 was 42- to 125-fold 
higher than for susceptible strains and 
consistently 2-fold higher than that for 
M12/03. We have not referred to our 
isolates as resistant, because M12/03 
would be categorized as “intermedi-
ate” by Clinical Laboratory Standards 
Institute breakpoints (5). The extended 
QRDRs in gyrA and parC of M44/01 
(susceptible) were identical to those 
of N. meningitidis Z2491. M24/06 
and M12/03 had a Thr91Ile mutation 
in gyrA. M24/06 also had Asn103Asp, 
Ile111Val, and Val120Ile mutations in 
gyrA (online Appendix Table; 1). In 
M12/03, an Ala78Val mutation was 
found in gyrA, and new mutations 
Ile474Leu and Thr365Ala were found 
in gyrB and parE, respectively. No 
parC mutations were found. 

Previous reports identifi ed chro-
mosomal mutations in N. meningitidis 
(online Appendix Table). M24/06 and 
M12/03 possess the same Thr91Ile 
mutation in gyrA as a 2002 serogroup 
B isolate from Spain (online Appendix 
Table)  that had a similar increase in 
ciprofl oxacin MIC (0.12 mg/L). The 
Thr91Ile mutation is homologous with 
the Ser83Leu mutation in gyrA of Es-
cherichia coli that is responsible for a 
60-fold increase in ciprofl oxacin MICs 
(6). Further mutations in a primary tar-
get enzyme (gyrase) have been associ-
ated with additional 2-fold increases 
in the MIC of ciprofl oxacin (7). The 
level of resistance observed in M24/06 
might suggest additional mechanisms. 
An effl ux pump mechanism is unlike-
ly; we showed no reduction in MICs 
in the presence of reserpine (online 
Appendix Table) and this organism 
was fully susceptible to penicillin, 

tetracycline, erythromycin, and Triton 
X-100 (data not shown). This fi nd-
ing suggests the absence of  an effl ux 
pump encoded by a mutated mtrRCDE 
(8). Neither M24/06 nor M12/03 had 
plasmid-mediated genes qnr genes or 
elevated kanamycin MICs, suggest-
ing the presence of aac(6′)-Ib-cr. Both 
of these genes can confer low-level 
quinolone-resistance and facilitate the 
emergence of higher level resistance 
(9) (data not shown). 

MLST showed that M24/06 and 
M12/03 did not derive from a single 
clone after selection of the T91I muta-
tion. M12/03 was sequence type (ST) 
2 and was isolated from a recent im-
migrant from Russia, which is the ori-
gin of most ST 2 strains deposited in 
the Neisseria MLST database (29/34 
records; 85%). M24/06 was ST4789 
in the ST5 clonal complex, isolated 
from a person who had immigrated 
many years previously from Romania. 
ST4789 has been encountered only 
once previously, in Dhaka, Bangla-
desh. 

Disease associated with serogroup 
A N. meningitidis has been extremely 
unusual in Israel (10) and has remained 
rare. This serogroup comprised only 9 
(1.9%) of all 463 isolates submitted 
during 1997–2006 (data from the Na-
tional Center for Meningococci). 

The isolates described in our 
study confi rm that serogroup A should 
be added to the list of meningococci 
with the potential for reduced fl uoro-
quinolone susceptibility and raise the 
question why they have appeared in a 
region with particularly low serogroup 
A meningococcal disease incidence 
while frequently encountered sero-
groups have remained fully suscep-
tible. The importance of continuous 
monitoring for reduced ciprofl oxacin 
susceptibility in these more prevalent 
serogroups has been emphasized by 
the recent replacement of rifampin by 
ciprofl oxacin as the preferred agent 
for chemoprophylaxis of meningococ-
cal disease in adults in Israel.  
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Identifi cation of All 
Dengue Serotypes 

in Nepal 
To the Editor: Nepal is situ-

ated on the southern slopes of the 
Himalayas, surrounded by India on 3 
sides and China to the north. Nepal’s 
altitude ranges from 8,848 m in the 
Himalayas to 90 m in the Terai, the 
southern, low, fl atland bordering In-
dia. Nepal is a disease-endemic area 
for many vector-borne diseases, in-
cluding malaria, kala-azar, Japanese 
encephalitis, and lymphatic fi lariasis. 
Because of the porous border between 
Nepal and India, social, cultural, and 
economic activities in cross-border ar-
eas are common. 

Dengue is an emerging disease 
in Nepal; presumably transmission is 
moving north from India into the Terai 
(1–5). The fi rst report of dengue virus 
isolation or RNA (serotype 2 with nu-
cleotide homology closest to a dengue 
virus type 2 isolate from India) was 
in 2008 involving a  Japanese patient 
returning from Nepal in October 2004 
(5). Entomologic investigations from 
the 1980s showed Aedes albopictus in 
the Terai plains, but Ae. aegypti has 
not been previously reported.

After Indian outbreaks now 
known to include all 4 dengue sero-
types (6), a team from the Epidemi-
ology and Disease Control Division, 

Kathmandu, investigated suspected 
cases of dengue fever during Septem-
ber–October 2006 in Banke, the dis-
trict bordering Uttar Pradesh, India. 
The team collected blood samples 
from persons in Banke and, subse-
quently, from persons in a number 
of other districts and sent them to the 
National Public Health Laboratory in 
Kathmandu or the Armed Forces Re-
search Institute of Medical Sciences, 
Bangkok, Thailand for analysis with 
ELISA, reverse transcription–PCR, 
(RT-PCR), or both. 

Case defi nitions for dengue fever 
were adopted based on World Health 
Organization guidelines (7). Blood 
samples were obtained from patients 
with an acute febrile illness of 2–7 
days’ duration and with >2 of the 
following manifestations: headache, 
retro-orbital pain, muscular or joint 
pain, and rash. If laboratory tests were 
positive, cases were confi rmed. Re-
sults were confi rmed by ELISA per-
formed at the Armed Forces Research 
Institute of Medical Sciences as pre-
viously described (8). Positive results 
were immunoglobulin (Ig) M >40 
units or IgG >100 units. RT-PCR was 
performed by extracting RNA from 
140 μL of each serum sample using 
QIAGEN Viral RNA Extraction Kit 
per manufacturer’s instructions (QIA-
GEN, Germantown, MD, USA). RT-
PCR and nested PCR were conducted 
according to the Lanciotti protocol 
(9) with the following modifi cations. 
Reverse transcriptase from avian my-
eloblastosis virus (Promega, Madi-
son, WI, USA) was used in the fi rst 
round RT-PCR. The concentrations of 
the primers used in the RT-PCR and 
nested reactions were reduced from 50 
pmol to 12.5 pmol per reaction, and 
the number of nested PCR amplifi ca-
tion cycles was increased to 25.

Serum specimens were obtained 
from 70 suspected case-patients from 
16 districts from October 13 through 
December 3, 2006; 25 confi rmed cas-
es (13 by ELISA, 10 by RT-PCR, and 
2 by both tests) came from 9 districts 

(Table). The average age was 29 years 
(range 5–65 years); 80% of the case-
patients were men. Three patients had 
a history of travel to India, but clus-
ters of dengue fever cases reported in 
October (Banke and Dang districts) 
indicated local transmission was oc-
curring among patients with no travel 
history. The Terai districts accounted 
for 80% of cases. Entomologic col-
lections done indoors and outside at 
5 different sites reporting suspected 
cases identifi ed Ae. albopictus and Ae. 
aegypti in all 5 districts. 

These clinical and laboratory test 
results confi rmed the presence of all 
4 dengue serotypes. Notably, patients 
from the Dang district had no travel 
history outside the Dang valley. Be-
cause Aedes spp. have been identifi ed 
in Dang, the data strongly suggest 
the existence of an endemic cycle of 
dengue. Underreporting is expected 
in the absence of diagnostic facilities 
at the fi eld level. It is unclear whether 
the predominance of male patients is 
indicative of greater outdoor as op-
posed to indoor transmission. Of note, 
Ae. albopictus has been found in the 
country since the 1980s; in this study, 
we found Ae. aegypti in Nepal. Men 
typically wear short-sleeved clothes 
due to hot and humid conditions and, 
therefore, are frequently exposed to 
mosquito bites. However, men may 
also access the healthcare system 
more frequently. The ages of case-pa-
tients point to a relative lack of dengue 
immunity among the older population, 
and this fi nding is consistent with a 
new introduction of dengue. Because 
dengue hemorrhagic fever appears 
when >1 serotype becomes endemic 
to an area (10), the presence of all 4 
serotypes portends the emergence of 
more severe dengue disease in Nepal. 
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Table. Dengue laboratory test results, National Public Health Laboratory, Nepal, and AFRIMS, Bangkok, 2006* 
Patient no. Age, y Gender Residence Travel history ELISA RT-PCR 
1 39 M Kathmandu Unknown Positive DEN-3
2 48 M Banke Yes Negative DEN-3
3 18 M Banke No Negative DEN-3
4 20 M Banke No Negative DEN-3
5 22 M Banke No Negative DEN-3
6 25 M Banke No Negative DEN-3
7 25 M Kathmandu Unknown Negative DEN-1
8 26 F Kathmandu Unknown Positive DEN-3
9 38 M Parsa No Negative DEN-4
10 16 M Dhading Unknown Negative DEN-2
11 25 M Jhapa No Positive ND
12 37 F Parsa Unknown Positive ND
13 38 M Dhading No Positive ND
14 24 M Banke No Positive ND
15 36 M Banke No Positive ND
16 22 M Parsa Unknown Positive ND
17 5 F Rupandehi No Positive ND
18 13 M Dang No Positive ND
19 35 F Parsa No Positive ND
20 20 M Kathmandu Yes Positive ND
21 40 M Kapilbastu No Positive ND
22 20 F Rupandehi No Positive ND
23 42 M Dang No Positive ND
24 65 M Banke Yes Positive ND
25 28 M Dang No Positive ND
*AFRIMS, Armed Forces Research Institute of Medical Sciences; RT-PCR, reverse transcription–PCR; DEN, dengue; ND, not done. 
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Detecting Avian 
Infl uenza Virus 

(H5N1) in Domestic 
Duck Feathers 

To the Editor: Free-range do-
mestic ducks can be a key factor in 
regional spreading of Asian subtype 
H5N1 avian infl uenza (AI) virus 
(1–3). Even asymptomatic domestic 
ducks can shed the virus continuously 
from the oral cavity and cloaca (3–5). 
Therefore, early detection of infect-
ed ducks that are shedding the virus 
would reduce the risk of spreading AI 
virus (H5N1) in a region where the 
virus has been endemic in domestic 
ducks. We previously reported that AI 
virus (H5N1) can replicate in feather 
epidermal cells in asymptomatic do-
mestic ducks (6). Feathers are living 
tissues that are easily collectible from 
live birds with minimal damage. We 
now report the usefulness of feathers 
for virus detection in domestic ducks.

An experimental infection study 
was conducted with Japanese domestic 
ducks (Anas platyrhynchos var. domes-
tica) and infl uenza A virus (H5N1) A/
chicken/Miyazaki/K11/2007 as previ-
ously described (6). Three 4-week-old 
domestic ducks (a–c) were inoculated 
intranasally with 107 50% egg infec-
tious doses (EID50) of 0.1 mL. All ex-
perimental procedures were approved 
by the Ethics Committee of the Nation-
al Institute of Animal Health in Japan.

Inoculated ducks did not show 
any clinical signs except for persis-
tent corneal opacity on day 3 or later. 
We collected 3–5 contour feathers, 
plucked from the body, and 2 sets 
of oropharyngeal and cloacal swabs 
from each duck at 24-hour intervals 
from days 2 through 10 postinocula-
tion (pi). Samples were examined by 
rapid tests, virus isolation, and reverse 
transcription–PCR (RT-PCR). Feath-
ers were also examined by immuno-
histochemical testing.

On-site rapid tests were per-
formed with a commercial kit, Quick-
Vue Infl uenza A+B (Quidel Corp., 
San Diego, CA, USA), which can de-
tect infl uenza virus nucleoprotein. The 
fi rst set of swabs was used for rapid 
tests according to the manufacturer’s 
instructions. We also tested 1–2 sticks 
of the feather calamus (≈15–30 mg per 
stick) for rapid tests (online Appendix 
Figure, panel A, available from www.
cdc.gov/EID/content/14/10/1671-
appF.htm). Briefl y, we put the cala-
muses into the test tube containing at-
tached reagent solution (340 μL) and 
chopped them into small pieces with 
an iris scissor and then placed the test 
strip in the tube. We obtained the fol-
lowing results: feathers tested posi-
tive for infl uenza A virus from days 
3 through 6 pi in 1 duck (a), and on 
days 3 and 4 pi in 2 ducks (b and c), 
whereas all oropharyngeal and cloacal 
swabs were negative (online Appen-
dix Figure, panel B).

For virus isolation, we used a 
second set of swabs placed in 1 mL 
of phosphate-buffered saline con-
taining antimicrobial drugs and the 
remaining 2–3 feather calamuses. Vi-
rus titers of swabs and 10% (wt/vol) 
feather homogenate supernatants were 
calculated with 10-day-old embryo-
nated chicken eggs and expressed as 
EID50/mL. Viruses were isolated from 
the oropharyngeal swabs, cloacal 
swabs, and feathers of all birds, and 
feathers tested positive for the virus 
for a longer period than did the swabs 
(Table). Although the feather samples 
used for virus isolation differed from 
those used in rapid tests, the higher 
virus titers of feathers in each bird 
corresponded to the positive period of 
feathers for rapid tests.

One-step RT-PCR was performed 
on the total RNA extracted from the 
same samples as in virus isolation to 
detect the H5 AI virus gene (Super-
Script One-Step RT-PCR System; In-
vitrogen, Carlsbad, CA, USA). The 
1:10 dilution of RNA templates was 
used for feathers. The primers used 
were H5–248–270F and H5–671
–647R; the expected product was 424 
bp (7). The sensitivity of RT-PCR was 
slightly higher than that of virus isola-
tion except for the results with cloacal 
swabs (Table).

Immunohistochemical testing was 
performed to detect infl uenza virus 
nucleoprotein in the feather tissue by 
using a rabbit polyclonal antibody 
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Table. Results of virus isolation and RT-PCR in 3 domestic ducks inoculated with influenza A virus (H5N1)* 
Virus titer (RT-PCR result)†

Duck a Duck b Duck c 
dpi F O C F O C F O C
2 4.2 (+) 2.0 (+) – (–) 1.7 (+) 1.7 (+) – (+) 2.8 (+) 2.0 (+) 1.7 (–)
3 6.9 (+) 2.7 (+) – (–) 4.5 (+) 3.0 (+) 2.5 (+) 4.8 (+) 1.7 (+) 2.8 (–)
4 6.8 (+) 3.7 (+) 1.7 (–) 2.3 (+) 3.5 (+) 1.7 (–) 4.8 (+) 3.3 (+) – (–)
5 6.5 (+) – (+) – (–) 1.7 (+) – (+) – (–) 2.5 (+) 1.7 (+) – (–)
6 5.6 (+) – (+) – (–) – (–) – (–) – (–) 4.0 (+) – (–) – (–)
7 3.8 (+) – (–) – (–) – (–) – (–) – (–) – (–) – (–) – (–)
8 5.8 (+) – (–) – (–) – (–) – (–) – (–) – (+) – (–) – (–)
9 – (–) – (–) – (–) – (–) – (–) – (–) – (–) – (–) – (–)
10 – (–) – (–) – (–) – (–) – (–) – (–) – (–) – (–) – (–)
*RT-PCR, reverse transcription–PCR; dpi, days postinoculation; F, feathers; O, oropharyngeal swabs; C, cloacal swabs. 
†Virus titer expressed as 50% egg infectious doses per mL; –, negative for virus isolation. RT-PCR result: +, positive; –, negative. 
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(ab22285; Abcam Ltd., Cambridge, 
UK). Virus antigens were detected in 
feather epidermal cells from days 3 
through 6 pi, and in a few stromal cells 
in the feather pulp on days 3 and 4 pi 
(online Appendix Figure, panel C).

Our results indicate that larger 
amounts of viruses can be isolated for 
a longer time from feathers than from 
swabs. Therefore, feathers can be con-
sidered useful samples for surveillance 
or diagnostic examination of AI virus 
(H5N1) in domestic ducks. The epi-
dermis, the outer layer of the feather, 
is a tissue that has poor host immune 
response against viral replication (8). 
As has been observed in virus isola-
tion, viruses may be able to survive 
longer in differentiated epidermal tis-
sue such as contour feathers.

The sensitivity of the rapid test 
was not adequate for swabs, a fi nding 
similar to that of other studies (9,10). 
However, positive results for rapid 
tests of feather samples only may shed 
light on the on-site fi eld detection of 
AI (H5N1) in asymptomatic domes-
tic ducks. When virus shedding from 
domestic ducks is maintained at a low 
level of viral load during the infection, 
selecting the sample with higher vi-
ral load and antigens in tissues, such 
as feathers, can increase the detection 
rate obtained from on-site examina-
tion. Our results show the potential 
of feathers as candidates for early AI 
virus (H5N1) detection.
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Neisseria 
gonorrhoeae 
Meningitis in 

Pregnant Adolescent 
To the Editor: Dissemination 

is a rare complication of gonococcal 
infection and has been observed in 
0.5%–3% of patients (1). We describe 
a new case in a pregnant adolescent 
infected with a strain resistant to cip-
rofl oxacin and tetracycline.

A 14-year-old girl of Ecuadorian 
descent, 24 weeks pregnant, sought 
treatment after a 48-hour history of 
holocrania cephalea, fever, nausea, 
and vomiting. She had returned a few 
days before from a holiday trip to 
Quito, Ecuador, and had not taken any 
antimicrobial drugs. She was admitted 
to hospital with a temperature of 40ºC 
and neck stiffness. Results of a neu-
rologic examination were otherwise 
normal.

Laboratory blood tests at hospital 
admission showed a leukocyte count 
of 13,400 cells/mm3 (with a mature 
neutrophil count of 87%), hemoglobin 
of 10.8 g/dL, and a platelet count of 
611,000 cells/mm3; electrolyte levels 
and results of liver function tests were 
normal, but a total cholesterol count 
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of 267 mg/dL and a triglyceride level 
of 440 mg/dL were found. The level 
of C-reactive protein was elevated 
(17.90 mg/dL). Coagulation factors 
were within normal values, with the 
exception of a fi brinogen value of 917 
mg/dL. Levels of complement compo-
nents C2, C3, C6, C7, C8, and H factor 
were greatly elevated. The cerebrospi-
nal fl uid (CSF) sample obtained in the 
casualty ward had a leukocyte count 
of 5,000 cells/mm3 (90% neutrophils, 
10% lymphocytes), with glucose and 
protein levels of 20 mg/dL and 207 
mg/dL, respectively. The patient re-
ceived a 2-week course of intravenous 
cefotaxime (2 g every 4 h) and recov-
ered without sequelae.

Gram smear of the CSF sediment 
was consistent with purulent meningi-
tis. Culture on chocolate agar showed 
scarce growth of small, colorless mu-
coid colonies that showed positive re-
actions in oxidase and catalase tests. 
Gram stain of colony smears showed 
gram-negative diplococci and the 
API NH system (bioMérieux, Marcy 
l’Etoile, France) classifi ed the bacte-
rium as Neisseria gonorrhoeae (with 
a score of 87%). The result of the Ph-
adebact Monoclonal GC test (Boule 
Diagnostics, Boule, Sweden) was 
positive. Cultures of endocervix, rec-
tal, and pharyngeal samples obtained 
before treatment were negative. The 
strain was β-lactamase negative by 
chromogenic cephalosporin method 
(BBL Cefi nase, Cockeysville, MD, 
USA) and classifi ed as serogroup IA 
rst by agglutination with specifi c an-
tisera (Neisseria Reference Center, 
Majadahonda, Madrid, Spain). The 
strain auxogroup, determined in modi-
fi ed Heckels media, (2) was arginine-
hypoxanthine-uracil (AHU). Plasmid 
profi le was obtained by standard alka-
line DNA extraction (3) and showed a 
plasmid of ≈4.7 Md. The isolate was 
susceptible to penicillin (0.12 μg/mL) 
and cefotaxime (0.050 μg/mL) and re-
sistant to tetracycline (16 μg/mL) and 
ciprofl oxacin (4 μg/mL) by the agar 
dilution method (4).

Final identifi cation of the bacte-
rium was achieved by sequencing the 
16S rRNA gene. The primers pA 5′-
AGAGTTTGATCCTGGCTCAG-3′ 
and pH* 5′-AAGGAGGTGATCCAG
CCGCA-3′ (Sigma-Genosys, Hav-
erhill, England), as described by Ed-
wards et al. (5), were used for ampli-
fi cation of 16S rRNA sequences. The 
PCR product was directly sequenced, 
and the nucleotide sequence matched 
the 16S rRNA gene of N. gonorrhoeae 
deposited in databases. The partial se-
quence of the 16S rRNA gene of N. 
gonorrhoeae determined in this study 
has been deposited in the European 
Molecular Biology Laboratory data-
base under accession no. AM921674.

Neurologic manifestations of 
gonorrhea were observed as early 
as 1805 (6). However, the fi rst well-
documented case of gonococcal men-
ingitis was not reported until 1922 (7) 
and so far, only ≈24 cases have been 
reported since 1922. In the preantimi-
crobial drug era, disemminated gono-
coccal infection (DGI) predominantly 
affected men (78%) but now is seen 
most frequently in women (97%) (1). 

Other studies have listed factors 
that may facilitate spread of asymp-
tomatic gonococcal infection, such as 
pregnancy (1,8), menstruation, viral 
hepatitis, differences in virulence be-
tween strains of gonococci, and host 
immunologic differences. The role of 
immunosuppressive conditions such 
as alcoholism or pregnancy remains 
unclear (9). 

Knapp and Holmes (10) reported 
that 89% of N. gonorrhoeae isolated 
from patients with DGI were AHU 
auxotypes; proline dependence was 
also associated with DGI. These iso-
lates were prevalent in Scandinavia 
and areas of the United States (Pa-
cifi c Northwest, Minnesota, Wiscon-
sin) with large Scandinavian-heritage 
populations. Isolated frequently in the 
1970s, these strains are rarely isolated 
now. In other geographic areas, partic-
ularly South America, isolation of this 
type of strain is unusual.

In the past, all isolates recovered 
from patients with meningitis were 
susceptible to penicillin and tetracy-
cline. Strains highly susceptible to 
penicillin generally require AHU for 
growth (10). Nevertheless, in the an-
timicrobial drug era, an increase in 
strains with an intermediate suscep-
tibility to penicillin and a less inva-
sive nature has been detected. More 
recently, penicillin-resistant strains 
recovered from patients with DGI and 
arthritis have emerged. 

Gonococcal meningitis is a mild-
er disease than meningitis caused by 
the pneumococcus or meningococcus 
because 6 of 9 patients seen before 
1938 who were not treated with anti-
microbial drugs survived (10) with no 
reported relapses or major neurologic 
sequelae, as in this case. In summary, 
we report an infrequent case of gono-
coccal meningitis in a pregnant ado-
lescent with good clinical evolution 
and without sequelae or complications 
in her pregnancy.
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Echinococcoses 
and Tibetan 
Communities 

To the Editor: The People’s Re-
public of China accounts for >500,000 
cases of echinococcosis and more dis-
ability-associated life years (DALYs) 
lost because of this disease than any 
other world region (1,2). Hydatid 
cysts of Echinococcus granulosus 
(cystic echinococcosis [CE]), or the 
more pathogenic lesions with mul-
tiple vesicles caused by E. multilocu-
laris infection (alveolar echinococ-
cosis [AE]), usually grow slowly in 
the liver, so that severe illness and 
death may eventually occur in a high 
proportion of those with untreated 
infections (3,4). Apart from surgery, 
long-term anthelminthic therapy (>6 
months) with the benzimidazole com-
pound albendazole, although parasito-
static only, has a benefi cial outcome 
in >50% of cases (5). To control the 
transmission of this zoonosis, veteri-
nary public health measures must be 
emphasized (6).

In 2004 the Chinese Ministry of 
Health (MoH) undertook a nationwide 
assessment of 8 parasitic diseases, 
including malaria, schistosomiasis, 
and echinococcosis. To identify echi-
nococcosis, 7 provincial MoHs car-
ried out a mass abdominal screening 
of 34,500 persons using portable ul-
trasound scanners. The overall preva-
lence (2.5%) was highest in Tibetan 
communities in the Tibet Autonomous 
Region and in northwestern Sichuan 
and Qinghai Provinces (these latter 
regions form part of the eastern Ti-
betan Plateau). Collaborative studies 
involving the Sichuan Center for Dis-
ease Control and Prevention (based in 
Chengdu) and an international con-
sortium of research institutes partly 
funded by the US National Institutes 
of Health (Bethesda, MD, USA) have 
shown an increasingly serious public 
health problem at the village, township, 
and county levels. In Shiqu County 

of Ganze Tibetan Autonomous Pre-
fecture, 414 (12.9%) of nearly 3,199 
persons surveyed by ultrasound (with 
serologic confi rmation) exhibited CE 
or AE, including 19% in this category 
(7). The effects of human echinococ-
cosis are substantial, with >50,000 
DALYs lost in a population of 63,000 
in Shiqu County (8).

Despite increased urbanization 
in China, >70% of Tibetans still live 
as seminomadic pastoralists on the 
high grasslands at an altitude >3,500 
m. Most Tibetan herdsmen families 
keep at least 1 dog, and large numbers 
of ownerless stray dogs are tolerated 
by pastoralists and Buddhist monks. 
Risk factors for human echinococ-
cosis (both CE and AE) in Tibetan 
communities usually include occupa-
tion, age (older persons are at higher 
risk), gender (higher risk for female), 
environment (pastoral landscapes), 
livestock ownership, and a history of 
dog ownership, as well as indicators 
of low socioeconomic status, includ-
ing poor water quality and illiteracy 
(7,9) The prevalence levels of human 
AE in Ganze Tibetan Autonomous 
Prefecture (Sichuan Province) are 
among the highest recorded anywhere 
in the world. This situation presents a 
formidable challenge for early diag-
nosis, optimal affordable treatment, 
and prevention and control. Markham 
Hospital in Aba Tibetan Autonomous 
Prefecture (Sichuan) performed 1,200 
operations for echinococcosis from 
1992 through 2005, 20% for AE 
disease. For remote, high-altitude, 
pastoral Tibetan communities, how-
ever, long-term albendazole therapy 
is the only realistic treatment option, 
but regular follow-up of patients is 
diffi cult in these poorly accessible 
communities.

To address the public health con-
cerns and consider options for control-
ling hydatidosis/echinococcosis in the 
eastern Tibetan Plateau, an Interna-
tional Workshop on Treatment, Pre-
vention and Control of Echinococco-
sis was held in Chengdu in May 2006 
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with support from the Sichuan Center 
for Disease Control and Prevention, 
MoH Beijing, the New Zealand Inter-
national Aid and Development Agency 
[NZIAD]), Fogarty-National Institutes 
of Health (USA), Xinjiang Medical 
University, and the Boulder-Lhasa 
Sister City Project. Recommendations 
stressed the following public health 
needs: improved treatment centers 
within the known disease-endemic 
counties or prefectures for long-term 
follow-up of patients after surgery and 
chemotherapy for both CE and AE 
disease, a better understanding of the 
epidemiology and ecology of trans-
mission, and planning for pilot control 
interventions against both CE and AE 
transmission. NZAID made a detailed 
report of the implementation and ef-
fects of a pilot echinococcosis control 
program (2000–2006) in Datangma 
County, Ganze Tibetan Autonomous 
Prefecture (Sichuan Province). Prob-
lems occurred chiefl y because of poor 
intersectoral cooperation, diffi cult lo-
gistics, cultural antagonism, lack of 
participatory planning, diffi cult access, 
treatment of dogs (with praziquantel), 
vaccination of livestock with the new 
EG95 vaccine (6), and lack of ade-
quate surveillance of dog and livestock 
infection levels. The report indicated 
how many of these diffi culties could be 
overcome. Consequently, the People’s 
Republic of China MoH and provin-
cial disease control networks approved 
funding in July 2006 to initiate pilot 
intervention programs against echi-
nococcosis in 17 Tibetan autonomous 
counties of northwest Sichuan. Con-
trol options initially focused on regular 
supervised dosing of owned dogs and 
stray dogs (with praziquantel) by local 
operatives from district disease con-
trol centers and on improving health 
education at primary healthcare lev-
els. Surveillance relies on measuring 
regularly the degree of Echinococcus 
infection in dogs by using a coproanti-
gen test. Also, a specifi c age cohort of 
schoolchildren is monitored by ultra-
sound and serologic testing each year 

to determine changes in the prevalence 
of the 2 diseases. Albendazole is pro-
vided free, and the cost of surgery 
for hydatid disease is also subsidized 
through the new National Rural Coop-
erative Medical Insurance System.

In addition to the major public 
health problem now being recognized 
for echinococcosis in Tibetan commu-
nities, their general health indices are 
low (higher prevalence of tuberculo-
sis, bone diseases such as arthritis, and 
poorer health in general) because of 
living and working at altitudes >4,000 
m, compared with those in most other 
areas of China. Access and outreach 
should be improved (in conjunction 
with animal health initiatives) (10) for 
effective delivery of treatment, vacci-
nation, and health education packages 
to these largely scattered and margin-
alized pastoral communities. 
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Resource 
Allocation during 

an Infl uenza 
Pandemic 

To the Editor: Considerable 
progress has been made in the United 
Kingdom to prepare for an infl uenza 
pandemic. After public consultation, 
an updated national framework (1) 
was recently published, along with 
new guidance on ethics (2), surge ca-
pacity, and clinical prioritization (3).

As Paranthaman et al. pointed 
out (4), diffi cult ethical choices must 
be made during a pandemic. There-
fore, the UK Committee on Ethical 
Aspects of Pandemic Infl uenza pub-
lished the ethical framework (2) de-
signed to assist with and support the 
ethical aspects of policy and clinical 
decision making during and after an 
infl uenza pandemic. The fundamen-
tal principle underpinning the ethi-
cal framework is equal concern and 
respect, and it is expected that this 
principle, supported by 7 others list-
ed in the guidance, will be used by 
clinicians, managers, and healthcare 
planners to develop policies on clini-
cal issues for use during a pandemic. 
It is recognized and acknowledged 
within the document that the weight 
of a given principle will vary accord-
ing to the circumstance.

Equally relevant is the interim 
guidance on surge capacity and priori-
tization in health services (3), which 
sets out a framework for the health 
service response in the United King-
dom during a pandemic and which 
advocates the wider use of the clini-
cal triage criteria described for criti-
cal care by Christian et al (5). The 
proposed use of clinical triage at the 
primary care/secondary care interface 
starts to address the issue raised by 
Paranthaman et al. of who should be 
admitted to a hospital. This guidance 
expands early UK guidelines on the 
management of infl uenza-like illness 
during a pandemic.

We agree with Paranthaman et al. 
that early surveillance data are needed 
to rapidly inform clinical care guide-
lines in a pandemic. Therefore, efforts 
are ongoing to increase the resilience 
of health surveillance data gathering 
systems in the United Kingdom and to 
develop clinical systems for specifi c 
use during a pandemic. At the onset 
of a pandemic, it is intended that data 
will be gathered on the fi rst few hun-
dred patients by using a modifi cation 
of the Web-based avian infl uenza man-
agement system of the Health Protec-
tion Agency. These data will provide 
important virologic and epidemio-
logic information to characterize the 
pandemic virus and inform modeling 
assumptions to validate “now cast-
ing” or real-time mathematical mod-
els (6) being developed in the United 
Kingdom and Europe to estimate the 
likely spread and impact of the pan-
demic. Furthermore, pilot projects are 
in preparation to develop clinical data 
collection systems in secondary care 
to assess treatments and outcomes 
during a pandemic.

In conclusion, contingency deci-
sions outside normal patient pathways 
will be needed; the UK guidance, 
based on current knowledge and un-
derstanding, will help clinicians make 
diffi cult decisions on patient priori-
tization, plan surge capacity, build 
resilience into existing surveillance 
systems, and develop new systems 
that seek to inform the best use of 
resources to deliver optimal clinical 
care during an infl uenza pandemic. 
These decisions will be revised and 
modifi ed to refl ect new developments 
in the science.

Nick F. Phin 
and Lindsey Davies
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In Response: We are grateful to 
Phin and Davies for providing an up-
date on the pandemic fl u planning sit-
uation in the United Kingdom (1) after 
publication of our letter (2). We agree 
with their emphasis that pandemic 
planning in the United Kindgom is in 
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many regards well developed in com-
parison with other countries. Many of 
the updates that they describe provide 
useful contributions but the fi nal ver-
sion of UK ethical guidance is more 
a general statement of principles than 
a practical guide. Unfortunately, it has 
pulled back from some of the more 
defi nite statements in the earlier con-
sultation documents available at the 
time of our letter.

An important need for practical 
guidance for frontline and managerial 
staff on the ethical aspects of pandemic 
response remains as a gap in the Unit-
ed Kingdom and elsewhere. For criti-
cal care, a useful recent contribution is 
the report produced by the Task Force 
on Mass Critical Care, especially the 
framework for allocation of scarce re-
sources in mass critical care (3). The 
shift away from pandemic infl uenza–
specifi c criteria to a more generic 
framework for resource allocation that 
can compare patients with pandemic 
infl uenza and those with other usual 
noninfl uenza conditions is welcome. 

Similar practical approaches out-
side the critical care area are impor-
tant priorities for work in pandemic 
preparedness. In addition, systems 
must be in place for rapid modifi ca-
tion and communication of the criteria 
for referral and admission, taking into 
account the severity of the pandemic 
and availability of healthcare resourc-
es. Healthcare services must not only 
be transparent and fair in this process, 
they must also be seen by the public as 
being so. Engagement with the public 
on values and principles underlying 
resource allocation would be of para-
mount importance during a pandemic.

Karthikeyan Paranthaman, 
Christopher P. Conlon,
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Risky Trade: 
Infectious Disease 
in the Era of Global 

Trade
Ann Marie Kimball

Ashgate Press, Aldershot, UK, 2006
ISBN-10: 0754642968
ISBN-13: 978-0754642961
Pages: 212; Price: US $59.95

The linkages between facets of 
globalization and the emergence and 
recrudescence of infectious disease 
are a topic of increasing concern for 
providers of public health, internation-
al business concerns, economists, and 
political elites. Such interdisciplinary 
inquiry is rare, and sorely needed, at 
the dawn of the 21st century. Ann Ma-
rie Kimball’s book is a welcome addi-
tion to those few inquiries that cross 
the disciplines of epidemiology, eco-
nomics, and political science. Jargon 
free, and well written, the book is an 
excellent analysis of the consequences 
of globalization upon public health 
and the consequences of disease for 
international trade and economic 
productivity.

The term globalization is fre-
quently used in modern discourse 
but often poorly defi ned. Typically, 
it refers to the movement of fi nancial 
capital and trade goods. However, a 
nuanced understanding of globaliza-
tion accounts for negative externali-
ties such as human-induced environ-
mental change and the emergence and 
recrudescence of infectious diseases. 
Kimball addresses these linkages in 
deft fashion and notes the often nega-
tive consequences of the complex 
interactions between the worlds of 
trade, ecology, public health, and pol-
itics. Despite the great need for inter-
disciplinary approaches to deal with 
concatenating global problems, bar-
riers between scientifi c disciplines, a 
“silo mentality,” persist and undercut 
our capacity to respond to emerging 
threats.

Kimball argues that globalization 
and its associated processes (crowd-
ing, poor sanitation, travel and trade, 
intensive food production practices, 
and ecologic change) all increase the 
threat of pathogen emergence. Her 
book explains the mechanisms by 
which ecologic change drives pro-
cesses of pathogenic emergence, fa-
cilitates zoonotic transfers, induces 
mutation, and permits the globaliza-
tion of antimicrobial drug resistance. 
Kimball also provides an illuminating 
analysis of the mechanics of microbial 
interdependence between the industri-
alized and nonindustrialized worlds. 
She argues that globalization has di-
rectly contributed to the emergence 
of pathogens such as the severe acute 
respiratory syndrome (SARS) corona-
virus and is increasing the probability 
of pandemic infl uenza. In sum, she ar-
gues correctly, globalization is creat-
ing a new ecology of disease.

In the domain of trade and eco-
nomics, Kimball provides an illu-
minating discussion of the global 
blood trade and its pivotal role in the 
emergence of the HIV/AIDS pan-
demic. Following that discussion, 
she provides a detailed analysis of 
the negative economic impact of in-
fectious disease (e.g., SARS, infl u-
enza, cholera, bubonic plague) upon 
trade and economic productivity and 
notes the economic damage resulting 
from trade embargoes imposed upon 
countries that exhibit epidemic infec-
tions. Frequently, such embargoes are 
the result of uncertainty-induced fear 
and lack any empirical basis. Kimball 
also provides a useful overview and 
analysis of the “compulsory licens-
ing” provisions, and the protocols for 
Trade-Related Aspects of Intellectual 
Property Rights of the World Trade 
Organization (WTO). In the event of a 
public health emergency, such proto-
cols enable nations to develop lifesav-
ing medicines that infringe upon the 
patents developed by others. Further-
more, she argues that the WTO does 
not effectively represent the interests 

of the nonindustrialized countries, 
particularly when the interests of in-
ternational business confl ict with the 
well-being of the indigent.

Kimball also does an excellent 
job of critiquing domestic and inter-
national forms of public health gover-
nance. She recognizes, accurately, that 
the state does indeed have a central 
role to play in pathogen surveillance, 
the judicious use of quarantine, and 
the provision of public goods such as 
healthcare. She discusses the interac-
tion (and occasional tensions) between 
sovereign states and international or-
ganizations (e.g, the World Health 
Organization and WTO) and notes 
the limitations of international health 
regimes, such as the International 
Health Regulations, even in their re-
cently revised form. Kimball discuss-
es the perils induced by low levels of 
surveillance and containment capacity 
in the nonindustrialized countries, not-
ing that serious outbreaks of contagion 
frequently overwhelm local health 
infrastructures and health providers. 
Consequently, she stresses the need to 
bolster global pathogen surveillance, 
diagnostic, and response networks. 
Unfortunately, as Kimball duly notes, 
public health remains rather margin-
alized in the conduct of international 
politics and in the study of interna-
tional relations as well.

Finally, the author provides an ex-
cellent critique of health governance 
at the domestic level within the United 
States. She begins with a discussion of 
protocols for domestic biodefense and 
briefl y analyzes the utility of exercises 
such as Global Mercury, Dark Winter, 
and Top Offi cials (TOPOFF). Kimball 
questions the effi cacy of the National 
Pharmaceutical Stockpile and notes 
the vulnerability of the US food sup-
ply. Further, she notes the lack of au-
tonomy (and often capacity) of those 
divisions of the US bureaucracy tasked 
with the protection of public health, 
particularly the US Department of 
Agriculture. Kimball astutely warns 
of the perils of the self-congratulatory 
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“happy talk” so prevalent in interna-
tional organizations, national govern-
ments, and nongovernmental organi-
zations, as it leads to overestimation of 
response capabilities. Finally, Kimball 
warns that the lack of universal health 
insurance in the United States actually 
increases societal vulnerability to con-
tagion.

In sum, this is a very good book, 
well-suited to public health practitio-
ners and medical personnel, and se-
nior undergraduates. And, frankly, it 
should be read by those in the realms 
of business and politics as well.

Andrew Price-Smith
Author affi liation: Colorado College, Colo-
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Tropical Disease: 
A Short History of 

Malaria
Randall M. Packard

Johns Hopkins University Press, 
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This publication is one of a series 
published by the Johns Hopkins Uni-

versity Press on biographies of dis-
ease. Earlier volumes were Mania: A 
Short History of Bipolar Disorder and 
Dropsy, Dialysis, and Transplant: A 
Short History of Failing Kidneys. Ma-
laria is clearly a worthy subject in this 
ambitious series.

The preface sets the stage for the 
treatise on malaria and establishes the 
author’s interest and qualifi cations for 
writing the book. The fi rst chapter pro-
vides a reasonable scenario for estab-
lishing Africa as the place of origin of 
human malaria parasites and the prob-
able movement of the organisms with 
movements of early humans from Af-
rica through southern Asia and even-
tually to the Pacifi c Islands.

The reviewer was somewhat 
uncomfortable with the complete 
absence of any discussion of the 
evolution of Plasmodium species in 
nonhuman primates because those 
parasites are clearly closely related to 
those found in humans. The statement 
that there are 4 species of malaria par-
asites that infect humans is inaccurate. 
Recent reports of the extensive oc-
currence of natural human infections 
with P. knowlesi in Borneo and the 
Philippines are an issue that warrants 
attention. (Experimental infections in 
humans with malaria parasites from 
nonhuman primates in Asia do not 
need to be detailed here.) Fortunately, 
some weaknesses in the discussion of 
the evolution of primate malaria para-
sites do not seriously detract from the 
detailed and well-written story of ma-
laria as a human disease.

The movement of malaria into 
northern areas and its eventual retreat 
back to the tropics is well told and 
clearly addresses the central theme 
of “the making of a tropical disease.” 

The discussions of the long history of 
malaria control efforts directed toward 
the vector and, to a lesser extent, the 
parasite without what the author con-
siders adequate attention to the social 
aspects of malaria occurrence are well 
structured. The recounting of the di-
sastrous Global Malaria Eradication 
effort is must reading for anyone inter-
ested in human malaria. The reviewer 
experienced this effort personally but 
continues to be fascinated with this 
extraordinary story.

The discussion of the current pro-
gram, “Roll Back Malaria,” is an es-
sential part of this story. This ongoing 
and massive effort to bring malaria un-
der control is multifaceted and heavily 
funded, and its eventual outcome may 
well inspire Dr. Packard to write an 
addendum to this interesting book.

The author’s focus on poverty 
and its contribution to the continued 
presence of malaria in endemic areas, 
especially Africa, is well presented. 
There is no doubt that war, famine, 
political upheaval, and human poverty 
are primary issues in the continued 
presence of malaria as a major cause 
of illness and death. Unfortunately, 
this book does not offer a solution to 
these issues. This book should be read 
by and on the shelf of anyone working 
in or generally interested in the place 
of malaria in human history.

McWilson Warren
Author affi liation: Centers for Disease Con-
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“There are two problems in painting” said American 
artist Frank Stella (b. 1936) when he was still a 

brash young man. “One is to fi nd out what painting is, and 
the other is to fi nd out how to make a painting” (1). Stella’s 
interest in the defi nition of painting may have refl ected late 
19th- early 20th-century modernist concerns. More contem-
porary concerns focus primarily on how to make a painting, 
how to use materials, methods, concepts, or traditions to 
create a work that may not even be called a painting. How a 
work is determines what it is (2). Atlanta artist Eric Mack, 
a man of his times, is part of the contemporary scene and its 
pressures to create a painting.

At one time, art was organized by schools, later by 
movements. Today, these designations are diffi cult to ap-
ply. Painting cannot be categorized exclusively as a certain 
palette or style, and no consistent look or theme can be used 
to quantify its sum. The old labels (abstract, realist, sym-
bolist, surrealist, expressionist, narrative) may still describe 

some works. But others defy all convention. They have no 
images, no drawing, no color, no canvas, or are not made 
by the artist’s hand.

“I’m all about shape, pattern, and repetition of form,” 
is how Mack describes his own work (3). Among his tech-
niques, collage and assemblage are suited for discover-
ing new forms and forming new ways to connect objects 
retrieved from the world. His canvases contain synthetic 
netting, natural fi bers, leaves, Japanese text, board game 
graphics, corporate logos, small levers and sockets, plugs, 
dials and switches. These bits and pieces of objects, punctu-
ated by a painted eyeball here, a peacock feather there, are 
laboriously integrated into a fl uid backdrop of color applied 
by brush or aerosol. The effect refers to recent traditions, 
among them abstract expressionism, pop, and graffi ti (4).

“She got me those clippers and told me that once I 
learned to cut hair,” Mack says of his mother, a cosmetolo-
gist, “I would never have to worry about going hungry.” 
His career as barber fl ourished throughout his years at the 
Atlanta College of Art, when he was co-owner of “Barber’s 
Edge” on Buford Highway, the city’s bustling multiethnic 
corridor where he tended all styles and customers: “Flat-
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Eric Mack (b. 1976) APMR-41553 (2007) Mixed media on canvas (182.8 cm × 91.4 cm) Used with permission of the artist. 
Photo by Fay Gold Gallery, Atlanta, Georgia, USA. www.erickmack.com

Collage and Assemblage in the Microbial World
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tops, fades, skin fades, shadow fades, babies to old people, 
black, white, Chinese, Mexican, Puerto Ricans, Cubans, 
Africans, anyone who has hair.” But his artistic career 
started much earlier, “I remember different breakdancing 
moves like the Windmill that you could do. I’d draw people 
doing the dance moves and color them up and sell them for, 
like, a dollar or two dollars in elementary school” (5).

Mack’s American childhood, begun with his birth in 
suburban Charleston, South Carolina, was otherwise unre-
markable. Yearly trips to New York to visit family exposed 
him to music, which would become a major inspiration. As 
an art student, he met and was infl uenced by another At-
lanta artist, Charles Nelson, who encouraged him to move 
from illustration to painting. “I was too intimidated by the 
brush. Once I took a chance and tried it out, I thought ‘This 
brush is like the clippers.’ It came like I had been doing 
it for a long time” (5). He joined a group of local artists, 
among them Kevin Cole and Kojo Griffi n, exhibited his 
work often, and became a fi xture of the Atlanta art scene.

APMR-41553 on this month’s cover of Emerging In-
fectious Diseases embodies the sprawl, clutter, and fl ux of 
today’s human communities. A complex composite of un-
likely pieces, it portrays new forms constructed out of old 
and attached as never before.

An organic arrangement of viable human, mechanical, 
and environmental parts, the work has rich metaphorical 
potential. The solid microcosm anchored against undulat-
ing fl uid, now blotted with clumps of color, now disappear-
ing against bare canvas, encompasses all, including human 
and microbial interaction.

“Our relationship to infectious pathogens,” wrote the 
late Joshua Lederberg, “is part of an evolutionary drama. 
Here we are. Here are the bugs” (6). These ubiquitous 
bugs have, among other advantages, the ability to change 
in ways that make them dangerous. For example E. coli 
O157:H7 started out as a pathogen capable of causing mild 
diarrhea. Newly acquired genes transformed it into a viru-
lent microbe that also destroys kidneys and red blood cells 
(7). Diversifi cation in some strains of group A streptococci, 
common bacteria that normally do not cause disease in hu-
mans, is causing the reemergence of a severe form of inva-
sive disease (8).

Collage and assemblage, which work so well in 
Mack’s art, mirror microbial activity that can cause havoc 
in the global community. Like the artist’s bits of objects, 
microbial ultrastructures can reassort, recombine, and reas-
semble into brand new entities. They adapt to new ecologic 
niches or species, produce new toxins, and bypass or sup-
press immune defenses to infect humans and animals. Their 
plasticity frustrates vaccine development, and they become 
resistant to even the most potent drugs.

For all its apparent fragmentation, Mack’s vision is 
universal and positive. The reassembled objects form a 
new working composite. But the microbial equivalent is 
still a puzzle seeking solution in science’s mixed media: 
new technologic bits and pieces (vaccines, drugs, diagnos-
tic tools) arranged against crowding and social, political, 
and economic stratifi cation.
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Multidrug- and Extensively Drug–Resistant Tuberculosis, 
Germany

Multidrug-Resistant Tuberculosis among US-bound Hmong 
Refugees, Thailand

Molecular Epidemiology of MRSA, Rural Southwestern Alaska

Antimicrobial Drug Use and Resistance in Europe

Porcine Respiratory and Reproductive Syndrome Virus Variants

Changes in Incidence of Japanese Encephalitis Virus Genotype, 
Thailand

Successful Treatment of Disseminated Acanthamoeba sp. 
Infection with Miltefosine

Infl uenza Virus (H5N1) in Live Bird Markets and Food Markets, 
Thailand

Delinquent Mortgages, Neglected Swimming Pools, and West 
Nile Virus, California

pLDH Malaria Rapid Diagnostic Test to Identify Plasmodium 
knowlesi Infection

Tourism and Specifi c Risk Areas for Cryptococcus gattii, 
Vancouver Island, Canada

Metagenomic Diagnosis of Bacterial Infections

New Hepatitis B Virus Variant, Southeast Asia

Complete list of articles in the November issue at
http://www.cdc.gov/eid/upcoming.htm

Upcoming Infectious
Disease Activities

October 30–November 1, 2008
Ninth International Molecular 
Epidemiology and Evolutionary 
Genetics of Infectious Diseases 
Meeting (MEEGID IX)
University of California at Irvine
Irvine, CA, USA
http://www.th.ird.fr/site_meegid/
menu.htm

February 12–13, 2009
The International Symposium 
on the Asian Tiger Mosquito
Rutgers University
New Brunswick, NJ, USA
http://www.rci.rutgers.edu/~vbcenter/
atmsymposium.php

February 13–16, 2009
International Meeting on Emerging 
Diseases and Surveillance (IMED 2009)
Hotel Hilton
Vienna, Austria
http://imed.isid.org

Announcements
To submit an announcement, send an email message 
to EIDEditor (eideditor@cdc.gov). In 50–150 words, 
describe timely events of interest to our readers. In-
clude the date of the event, the location, the sponsoring 
organization(s), and a website that readers may visit or 
a telephone number or email address that readers may  
contact for more information.

Announcements may be posted on the journal Web 
page only, depending on the event date.

The Public Health 
Image Library 
(PHIL), Centers for 
Disease Control 
and Prevention, 
contains thousands 
of public health–

related images, including high-resolution 
(print quality) photographs, illustrations, 
and videos. 

PHIL collections illustrate current events 
and articles, supply visual content for 
health promotion brochures, document 
the effects of disease, and enhance 
instructional media.

PHIL Images, accessible to PC and 
Macintosh users, are in the public 
domain and available without charge. 

Visit PHIL at http://phil.cdc.gov/phil

The Public Health 
Image Library (PHIL)
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Earning CME Credit
To obtain credit, you should fi rst read the journal article. After reading the article, you should be able to answer the 

following, related, multiple-choice questions. To complete the questions and earn continuing medical education (CME) 
credit, please go to http://www.medscape.com/cme/eid. Credit cannot be obtained for tests completed on paper, although 
you may use the worksheet below to keep a record of your answers. You must be a registered user on Medscape.com. If 
you are not registered on Medscape.com, please click on the New Users: Free Registration link on the left hand side of 
the website to register. Only one answer is correct for each question. Once you successfully answer all post-test ques-
tions you will be able to view and/or print your certifi cate. For questions regarding the content of this activity, contact 
the accredited provider, CME@medscape.net. For technical assistance, contact CME@webmd.net. American Medical 
Association’s Physician’s Recognition Award (AMA PRA) credits are accepted in the US as evidence of participation in 
CME activities. For further information on this award, please refer to http://www.ama-assn.org/ama/pub/category/2922.
html. The AMA has determined that physicians not licensed in the US who participate in this CME activity are eligible 
for AMA PRA Category 1 Credits™. Through agreements that the AMA has made with agencies in some countries, AMA 
PRA credit is acceptable as evidence of participation in CME activities. If you are not licensed in the US and want to 
obtain an AMA PRA CME credit, please complete the questions online, print the certifi cate and present it to your national 
medical association.

Article Title
Microbial Interactions during Upper Respiratory Tract Infections

CME Questions

Activity Evaluation
1. Which of the following bacteria was most commonly 
isolated from nasopharyngeal swabs in the current study?

A.  Staphylococcus aureus
B.  Moraxella catarrhalis
C.  Streptococcus pneumoniae
D.  Haemophilus infl uenzae

2. Which of the following associations between bacteria in 
the current study is most accurate?

A.  Colonization with H. infl uenzae was positively associated 
with S. pneumoniae colonization

B.  Colonization with M. catarrhalis was positively associated 
with S. pneumoniae colonization

C.  Colonization with S. pneumoniae was positively associated 
with M. catarrhalis colonization

D.  Colonization with H. infl uenzae and M. catarrhalis was 
positively associated with S. pneumoniae colonization

3. Which of the following variables was associated with a 
signifi cant decrease in the rate of colonization with 
S. pneumoniae?

A.  Antibiotic use in the past 7 days
B.  Younger age
C. Up-to-date vaccination with pneumococcal vaccine (PCV7)
D.  Breast-feeding

4. Day care promoted colonization with which of the following 
bacteria?

A.  S. aureus
B.  M. catarrhalis
C.  S. pneumoniae
D.  H. infl uenzae

1. The activity supported the learning objectives. 
Strongly Disagree Strongly Agree 

1 2 3 4 5
2. The material was organized clearly for learning to occur.

Strongly Disagree Strongly Agree
1 2 3 4 5

3. The content learned from this activity will impact my practice.
Strongly Disagree Strongly Agree

1 2 3 4 5
4. The activity was presented objectively and free of commercial bias.

Strongly Disagree Strongly Agree
1 2 3 4 5





Instructions to Authors

MANUSCRIPT PREPARATION. For word processing, use MS Word. List the fol-
lowing information in this order: title page, article summary line, keywords, ab-
stract, text, acknowledgments, biographical sketch, references, tables, fi gure 
legends, appendixes, and fi gures. Each fi gure should be in a separate fi le. 

Title Page. Give complete information about each author (i.e., full name, 
graduate degree(s), affi liation, and the name of the institution in which the 
work was done). Clearly identify the corresponding author and provide that 
author’s mailing address (include phone number, fax number, and email ad-
dress). Include separate word counts for abstract and text. 

Keywords. Include up to 10 keywords; use terms listed in Medical Subject 
Headings Index Medicus.

Text. Double-space everything, including the title page, abstract, refer-
ences, tables, and fi gure legends. Indent paragraphs; leave no extra space 
between paragraphs. After a period, leave only one space before beginning 
the next sentence. Use 12-point Times New Roman font and format with 
ragged right margins (left align). Italicize (rather than underline) scientifi c 
names when needed. 

Biographical Sketch. Include a short biographical sketch of the fi rst au-
thor—both authors if only two. Include affi liations and the author’s primary 
research interests. 

References. Follow Uniform Requirements (www.icmje.org/index.html). 
Do not use endnotes for references. Place reference numbers in parenthe-
ses, not superscripts. Number citations in order of appearance (including in 
text, fi gures, and tables). Cite personal communications, unpublished data, 
and manuscripts in preparation or submitted for publication in parentheses in 
text. Consult List of Journals Indexed in Index Medicus for accepted journal 
abbreviations; if a journal is not listed, spell out the journal title. List the fi rst 
six authors followed by “et al.” Do not cite references in the abstract.

Tables. Provide tables within the manuscript fi le, not as separate fi les. Use 
the MS Word table tool, no columns, tabs, spaces, or other programs. Footnote 
any use of boldface. Tables should be no wider than 17 cm. Condense or di-
vide larger tables. Extensive tables may be made available online only.  

Figures. Provide fi gures as separate fi les, not embedded in MS Word. 
Use Arial font for text content. Place keys within fi gure area. Provide foot-
notes and other information (e.g., source/copyright data, explanation of bold-
face) in fi gure legend. Submit fi gures with text content in native, editable, PC 
fi le formats (e.g., MS Excel/PowerPoint). Submit image fi les (e.g., electro-
micrographs) without text content as high-resolution (300 dpi/ppi minimum) 
TIFF or JPG fi les. Submit separate fi les for multiple fi gure panels (e.g., A, B, 
C). EPS fi les are admissible but should be saved with fonts embedded (not 
converted to lines). No PNG or BMP fi les are admissible. For additional guid-
ance, contact fue7@cdc.gov or 404-639-1250.

MANUSCRIPT SUBMISSION. Include a cover letter indicating the proposed 
category of the article (e.g., Research, Dispatch) and verifying that the fi nal 
manuscript has been seen and approved by all authors. Complete provided 
Authors Checklist. To submit a manuscript, access Manuscript Central from 
the Emerging Infectious Diseases web page (www.cdc.gov/eid).

Types of Articles

Perspectives. Articles should be under 3,500 words and should include 
references, not to exceed 40. Use of subheadings in the main body of the 
text is recommended. Photographs and illustrations are encouraged. Pro-
vide a short abstract (150 words), a one-sentence summary of the conclu-
sions, and a brief biographical sketch. Articles in this section should provide 
insightful analysis and commentary about new and reemerging infectious 
diseases and related issues. Perspectives may also address factors known 
to infl uence the emergence of diseases, including microbial adaptation and 
change, human demographics and behavior, technology and industry, eco-
nomic development and land use, international travel and commerce, and 
the breakdown of public health measures. If detailed methods are included, 
a separate section on experimental procedures should immediately follow 
the body of the text. 

Synopses. Articles should be under 3,500 words and should include ref-
erences, not to exceed 40. Use of subheadings in the main body of the text 
is recommended. Photographs and illustrations are encouraged. Provide a 
short abstract (150 words), a one-sentence summary of the conclusions,  
and a brief biographical sketch. This section comprises concise reviews of 
infectious diseases or closely related topics. Preference is given to reviews 
of new and emerging diseases; however, timely updates of other diseases or 
topics are also welcome. If detailed methods are included, a separate section 
on experimental procedures should immediately follow the body of the text. 

Research Studies. Articles should be under 3,500 words and should in-
clude references, not to exceed 40. Use of subheadings in the main body 
of the text is recommended. Photographs and illustrations are encouraged. 
Provide a short abstract (150 words), a one-sentence summary, and a brief 
biographical sketch. Report laboratory and epidemiologic results within a 
public health perspective. Explain the value of the research in public health 
terms and place the fi ndings in a larger perspective (i.e., “Here is what we 
found, and here is what the fi ndings mean”).

Policy and Historical Reviews. Articles should be under 3,500 words 
and should include references, not to exceed 40. Use of subheadings in the 
main body of the text is recommended. Photographs and illustrations are 
encouraged. Provide a short abstract (150 words), a one-sentence summary 
of the conclusions, and a brief biographical sketch. Articles in this section 
include public health policy or historical reports that are based on research 
and analysis of emerging disease issues.

Dispatches. Articles should be no more than 1,200 words and need not 
be divided into sections. If subheadings are used, they should be general, 
e.g., “The Study” and “Conclusions.” Provide a brief abstract (50 words); ref-
erences (not to exceed 15); fi gures or illustrations (not to exceed 2); tables 
(not to exceed 2); and a brief biographical sketch. Dispatches are updates 
on infectious disease trends and research. The articles include descriptions 
of new methods for detecting, characterizing, or subtyping new or reemerg-
ing pathogens. Developments in antimicrobial drugs, vaccines, or infectious 
disease prevention or elimination programs are appropriate. Case reports 
are also welcome. 

Commentaries. Thoughtful discussions (500–1,000 words) of current 
topics. Commentaries may contain references but no fi gures or tables.

Another Dimension. Thoughtful essays, short stories, or poems on philo-
sophical issues related to science, medical practice, and human health. Top-
ics may include science and the human condition, the unanticipated side of 
epidemic investigations, or how people perceive and cope with infection and 
illness. This section is intended to evoke compassion for human suffering 
and to expand the science reader’s literary scope. Manuscripts are selected 
for publication as much for their content (the experiences they describe) as 
for their literary merit.

Letters. Letters commenting on recent articles as well as letters reporting 
cases, outbreaks, or original research are welcome. Letters commenting on 
articles should contain no more than 300 words and 5 references; they are 
more likely to be published if submitted within 4 weeks of the original article’s 
publication. Letters reporting cases, outbreaks, or original research should 
contain no more than 800 words and 10 references. They may have 1 fi gure 
or table and should not be divided into sections. All letters should contain 
material not previously published and include a word count.

Books, Other Media. Reviews (250–500 words) of new books or other 
media on emerging disease issues are welcome. Name, publisher, number 
of pages, other pertinent details should be included.

Announcements. We welcome brief announcements (50–150 words) of 
timely events of interest to our readers. (Announcements may be posted 
online only, depending on the event date.) 

Conference Summaries. Summaries of emerging infectious disease 
conference activities are published online only. Summaries, which should 
contain 500–1,000 words, should focus on content rather than process and 
may provide illustrations, references, and links to full reports of conference 
activities.

Emerging Infectious Diseases is a peer-reviewed journal established expressly to promote the recognition of new and 
reemerging infectious diseases around the world and improve the understanding of factors involved in disease emergence, prevention, and elimination. 

The journal is intended for professionals in infectious diseases and related sciences. We welcome contributions from infectious disease specialists in 
academia, industry, clinical practice, and public health, as well as from specialists in economics, social sciences, and other disciplines. Manuscripts in all 
categories should explain the contents in public health terms. For information on manuscript categories and suitability of proposed articles see below and 
visit www.cdc.gov/eid/ncidod/ EID/instruct.htm.

Emerging Infectious Diseases is published in English. To expedite publication, we post articles online ahead of print. Partial translations of the journal 
are available in Japanese (print only), Chinese, French, and Spanish (www.cdc. gov/ncidod/EID/trans.htm).


